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1 Introduction

We develop a robust and efficient numerical method to simulate the interaction of
a free fluid with a deformable porous medium. Modeling fluid-poroelastic structure
interaction is of great importance in a wide range of industrial and environmental
applications, including groundwater flow, oil and gas production, blood-vessel in-
teractions, breakwater design, and many more. See, e.g., [1, 2, 3, 4, 5, 6, 7, 8, 9] and
references therein.

To model the free fluid, we consider the Stokes equations for a single phase, in-
compressible viscous fluid. A well accepted model for the fluid flow in a deformable
porous medium is the Biot system [10, 11, 12, 13]. The stress and flow couplings
on the interface between the Biot flow through the deforming porous medium and
the Stokes flow in the open channel must be prescribed by physically-consistent in-
terface conditions. Refer to [14] for the formulation of the interface conditions and
analytical study of the model.

The numerical discretization of the Stokes-Biot system poses great computa-
tional challenges due to the nature of its complexity. A fully-coupled scheme, which
solves the Stokes and Biot subproblems simultaneously, results in a large linear sys-
tem, which in turn requires a large amount of memory space and a special solver.
The objective of this work is to develop efficient decoupling schemes that allow
us to independently solve each subproblem using existing Stokes and Biot solvers
possibly with slight modification, while ensuring convergence to an accurate solu-
tion. Recently, Bukač et al. [9] proposed and analyzed a loosely coupled scheme
for the Stokes-Biot system, for which interface conditions are imposed for local
problems by time lagging. In this work, we consider a different approach for decou-
pling, where the solution algorithm considered is based on optimization. We present
a Neumann type control that enforces continuity of the normal components of the
stress on the interface while minimizing any violation of the remaining interface
conditions. Two numerical algorithms based on a residual updating technique are
presented. One redefines the constrained optimization problem as a least squares
problem whose solution yields the minimizer of the original constrained optimiza-
tion problem. The other algorithm seeks the minimizer by solving a linear problem,
assuming the fluid velocity in the poroelastic structure is smooth enough. Some nu-
merical results are provided to validate the accuracy and efficiency of the proposed
methods.

This paper is organized as follows. In Section 2 we present the governing equa-
tions of the Stokes-Biot problem, complemented by initial, boundary, and interface
conditions. Time discretized weak formulation and its appropriate functional spaces
are introduced in Section 3. Section 4 is devoted to the development of optimization-
based decoupling schemes. Finally, in Section 5, we present some results of our
numerical experiments.
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Fig. 1 Fluid-poroelastic domain

2 Model equations

Suppose that the domain under consideration is made up of two regions W

f (t) 2R2

and W

p(t) 2 R2, t being time, separated by a common moving interface GI(t) =

∂W

f (t)\ ∂W

p(t). See Figure 1. The first region W

f (t) is occupied by the free
fluid and has boundary G

f such that G

f = G

f
in [G

f
out [G

f
t [GI(t), where G

f
in and

G

f
out represent the inlet and outlet boundary, respectively. The second region W

p(t)
is occupied by a saturated poroelastic structure with the boundary G

p such that
G

p = G

p
s [G

p
b [GI(t), where G

p
s [G

p
b represents the outer structure boundary.

For the sake of simplicity, we will consider the problem under the assumption of
fixed domains W

f (t) and W

p(t). That is,

W

f (t) = W

f , W

p(t) = W

p, GI(t) = GI , 8t 2 [0,T ].

This assumption allows for a simple presentation of the algorithms to be proposed
in the subsequent sections. In order to incorporate the full effect of the moving inter-
face, we can employ the Arbitrary Lagrangian-Eulerian (ALE) formulation. Refer
to [17] for a similar decoupling algorithm for fluid-structure interaction based on
the ALE formulation.

Consider the fluid equations:

r f
∂u f

∂ t
�2n f — ·D(u f )+—p f = f f in W

f , (1a)

— · u f = 0 in W

f , (1b)

where u f denotes the velocity vector of the fluid, p f the pressure of the fluid, r f the
density of the fluid, n f the fluid viscosity, and f f the body force acting on the fluid.
Here, D(u f ) is the strain rate tensor:
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D(u f ) =
1
2
�
—u f +(—u f )

T � .

The Cauchy stress tensor is given by:

s f = 2n f D(u f )� p f I.

Equation (1a) represents the conservation of linear momentum, while equation (1b)
represents the conservation of mass. The poroelastic system is represented by the
Biot model:

rs
∂

2
h

∂ t2 �2ns — ·D(h)�l—(— ·h)+a—pp = fs in W

p , (2a)

k

�1up +—pp = 0 in W

p , (2b)

∂

∂ t
(s0 pp +a— ·h)+— ·up = fp in W

p , (2c)

where h is the displacement of the structure, pp is the pore pressure of the fluid, and
up is the fluid velocity. Here, fp is the source/sink term and fs is the body force. The
total stress tensor for the poroelastic structure is given by:

s p = 2nsD(h)+l (— ·h)I�a ppI,

where ns and l denote the Lamé constants for the skeleton. The density of saturated
medium is denoted by rs, and the hydraulic conductivity is denoted by k . In general,
k is a symmetric positive definite tensor, but in this work we assume an isotropic
porous material so that k is a scalar quantity. The constrained specific storage co-
efficient is denoted by s0 and the Biot-Willis constant by a , which is usually close
to unity. In the subsequent discussion, all the physical parameters are assumed to
be constant in space and time. Note that the Biot system consists of the momentum
equation for the balance of total forces (2a) and the mass conservation equation (2c),
along with the standard assumption of Darcy’s law (2b) for the flux.

We remark that model (2) is the same used in, e.g., [9], but it is different from
the model used in other references, such as [3, 5]. References [3, 5] focus on blood-
vessel interaction and assume the artery wall is a saturated poroelastic medium.
Since here the focus is more general, we preferred to use model (2).

In order to complete the Stokes-Biot model, (1)–(2), we provide the following
boundary, initial and interface conditions :

- Boundary conditions:
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s f n f =�Pin(t) on G

f
in , (3a)

s f n f =0 on G

f
out , (3b)

u f =0 on G

f
t , (3c)

up ·np = 0, h =0 on G

p
s , (3d)

up ·np = 0, s pnp =0 on G

p
b . (3e)

- Initial conditions:

At t = 0 : u f = 0, pp = 0, h = 0, h t = 0 . (4)

- Interface conditions on GI :

u f ·n f =�(h t +up) ·np , (5a)

s f n f =�s pnp , (5b)

n f ·s f n f =�pp , (5c)

n f ·s f t =�b (u f �h t) · t , (5d)

where n f and np denote outward unit normal vectors to W

f and W

p, respectively,
t denotes a unit tangent vector on GI , and b denotes the resistance parameter in the
tangential direction.

Here, (5a) describes the admissibility constraint. The conservation of momen-
tum, expressed by (5b), requires that the total stress of the porous medium be bal-
anced by the total stress of the fluid. For the balance of normal components of the
stress in the fluid phase across the interface, we have (5c). Finally, the tangential
stress of the fluid is assumed to be proportional to the slip rate according to the
Beavers-Joseph-Saffman condition (5d). These interface conditions suffice to pre-
cisely couple the Stokes system (1) to the Biot system (2).

3 Semi-discrete weak formulation

Standard notation for Sobolev spaces and their associated norms and seminorms
will be used to define a weak formulation of the problem. For example, W m,p(Q)
is the usual Sobolev space with the norm k · km,p,Q . In case of p = 2, the Sobolev
space W m,2(Q) is denoted by Hm(Q) with the norm k ·km,Q . When m = 0, Hm(Q)
coincides with L2(Q). In this case, the inner product and the norm will be denoted
by (·, ·)

Q

and k · k
Q

, respectively. Moreover, if Q = W

f or W

p, and the context is
clear, Q will be omitted, i.e., (·, ·) = (·, ·)

W

f or (·, ·)
W

p for functions defined in W

f

and W

p. For g ⇢ ∂W

f [ ∂W

p, we use h·, ·i
g

to denote the duality pairing between
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H�1/2(g) and H1/2(g). Finally, the associated space of vector valued functions will
be denoted by a boldface font.

Now, we are in a position to define the following function spaces for the velocities
u f , up, the pressures p f , pp, and the displacement h , respectively:

U f := {v 2H1(W f ) : v = 0 on G

f
t },

Up := Hdiv
0,G p

s [G

p
b
(W p) = {v 2 L2(W p) : — ·v 2 L2(W p), v ·np = 0 on G

p
s [G

p
b },

Q f := L2(W f ),

Qp := L2(W p),

S := {x 2H1(W p) : x = 0 on G

p
s }.

We also define
G := H1/2(GI)

for the space of the control function to be introduced later.
Multiplying the governing equations (1) and (2) by appropriate test functions

and using integration by parts, we obtain a continuous variational formulation for
the fluid problem:

r f

✓
∂u f

∂ t
, v f

◆
+2n f (D(u f ),D(v f ))� (p f ,— ·v f )

= (f f ,v f )+ h�Pin,v f i
G

f
in
+ hs f n f ,v f iGI , 8v f 2 U f , (1a)

(q f ,— ·u f ) = 0, 8q f 2 Q f , (1b)

and for the structure problem:

rs

✓
∂

2
h

∂ t2 , x

◆
+2ns(D(h),D(x ))+l (— ·h ,— ·x )�a(pp,— ·x )

= (fs,x )+ hs pnp,x iGI , 8x 2 S , (2a)

k

�1(up,vp)� (pp,— ·vp) = h�pp,vp ·npiGI , 8vp 2 Up , (2b)
✓

qp,
∂

∂ t
(s0 pp +a— ·h)+— ·up

◆
= (qp, fp), 8qp 2 Qp . (2c)

Before we discretize the above equations in time, we introduce some notation first.
Let D t = T/N, where N is a positive integer and let tn = nD t. For any sufficiently
smooth function v(t,x), both constant and vector-valued, we define vn(x) = v(tn,x).

For the time discretization of the Stokes problem (1), we use the Backward Euler
scheme. Then, the discrete-in-time, continuous-in-space problem of the free fluid
reads as follows: For n = 1,2, · · · ,N, find un

f 2 U f and pn
f 2 Q f such that
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r f

 
un

f �un�1
f

D t
, v f

!
+2n f (D(un

f ),D(v f ))� (pn
f ,— ·v f )

= (fn
f ,v f )+ h�Pn

in,v f i
G

f
in
+ hsn

f n f ,v f iGI , 8v f 2 U f , (3a)

(q f ,— ·un
f ) = 0, 8q f 2 Q f . (3b)

On the other hand, the semi-discrete problem of the Biot model is: For n =
1,2, · · · ,N, find h

n 2 S , un
p 2 Up, and pn

p 2 Qp such that

rs

✓
h

n�2h

n�1 +h

n�2

D t2 ,x

◆
+2ns(D(hn),D(x ))+l (— ·hn,— ·x )

�a(pn
p,— ·x ) = (fn

s ,x )+ hsn
pnp,x iGI , 8x 2 S , (4a)

k

�1(un
p,vp)� (pn

p,— ·vp) = h�pn
p,vp ·npiGI , 8vp 2 Up, (4b)

 
qp,s0

pn
p� pn�1

p

D t
+a

— ·hn�— ·hn�1

D t
+— ·un

p

!
= (qp, f n

p), 8qp 2 Qp. (4c)

The fully-coupled scheme simultaneously solves these two subproblems, (3) and
(4), coupled through the interface conditions (5).

4 Decoupling schemes

The goal of this section is to develop efficient decoupling schemes that allow us
to independently solve each subproblem while ensuring convergence to an accurate
solution.

Let gn = (gn
1,g

n
2)

T := (sn
f n f )|

GI
. Then, using the interface condition (5b), we can

rewrite (3a) and (4a), respectively, as

r f

 
un

f �un�1
f

D t
, v f

!
+2n f (D(un

f ),D(v f ))� (pn
f ,— ·v f )

= (fn
f ,v f )+ h�Pin,v f i

G

f
in
+ hgn,v f iGI , 8v f 2 U f ,

rs

✓
h

n�2h

n�1 +h

n�2

D t2 ,x

◆
+2ns(D(hn),D(x ))+l (— ·hn,— ·x )

�a(pn
p,— ·x ) = (fn

s ,x )�hgn,x i
GI . 8x 2 S .

On the other hand, we can rewrite

gn =
�
(n f ·sn

f n f )n f +(t ·sn
f n f )t

�
|
GI , (1)
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which, together with (5c), implies that

�pp|GI = (n f ·sn
f n f )|GI = gn ·n f =�gn ·np.

Then, (4b) can be rewritten as

k

�1(un
p,vp)� (pn

p,— ·vp) =�hgn ·np,vp ·npiGI , 8vp 2 Up .

In summary, the semi-discrete Stokes and Biot problems, (3) and (4), can be rewrit-
ten in terms of gn:

r f

 
un

f �un�1
f

D t
, v f

!
+2n f (D(un

f ),D(v f ))� (pn
f ,— ·v f )

= (fn
f ,v f )+ h�Pin,v f i

G

f
in
+ hgn,v f iGI , 8v f 2 U f , (2a)

(q f ,— ·un
f ) = 0, 8q f 2 Q f . (2b)

and

rs

✓
h

n�2h

n�1 +h

n�2

D t2 ,x

◆
+2ns(D(hn),D(x ))+l (— ·hn,— ·x )

�a(pn
p,— ·x ) = (fn

s ,x )�hgn,x i
GI , 8x 2 S , (3a)

k

�1(un
p,vp)� (pn

p,— ·vp) =�hgn ·np,vp ·npiGI , 8vp 2 Up , (3b)
 

qp,s0
pn

p� pn�1
p

D t
+a

— ·hn�— ·hn�1

D t
+— ·un

p

!
= (qp, f n

p), 8qp 2 Qp. (3c)

Note that these two subproblems are coupled through the function gn only. If gn is
known at each time step n, then the two subproblems can be completely decoupled.
However, gn is unknown as s

n
f is unknown.

Here, we will cast this fully-coupled problem as a constrained optimization prob-
lem using gn as our control function. With an arbitrarily chosen gn, the solutions of
(2) and (3) are not the same solutions for (3) and (4). It is because two interface con-
ditions (5b) and (5c) are incorporated in the formulation, but the remaining interface
conditions, (5a) and (5d) are not. Therefore, the objective of our optimization is to
minimize the violation of (5a) and (5d). In order to do that, let the interface bound-
ary GI be partitioned into non-overlapping segments GIi for i = 1,2, . . . ,k such that
GI = [k

i=1GIi . To satisfy the interface condition (5a) and (5d) at each time step n,
we want to find a function gn 2G such that (un

f , pn
f ) satisfying (2) and (un

p, pn
p,h

n)
satisfying (3) minimize the functional
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Jn(gn) :=
1
2

k

Â
i=1

 
1p
|GIi |

Z

GIi

un
f ·n f +

✓
h

n�h

n�1

D t
+un

p

◆
·np dGIi

!2

+
1
2

����gn · t+
✓

b

✓
un

f �
h

n�h

n�1

D t

◆
· t
◆���

GI

����
2

0,GI

+
1
2

dkgnk2
G , (4)

where |g| := meas(g) for g ⇢ ∂W f [∂Wp and d > 0 is a penalty parameter.
Minimizing the first term of the function in (4) seeks to weakly impose (5a)

by forcing flow balance across the interface segments GIi . See [15] for details. The
minimization of the second term in (4) is for the weak imposition of the Beavers-
Joseph-Saffman condition (5d). Finally, the last term in (4) is a penalty term.

Remark 1. Thanks to (1), we can write gn · t in place of (n f ·sn
f t)|

GI in Jn(gn).

4.1 Least squares method

In this section, we are going to redefine the minimization problem as a least squares
problem.

Set F = Rk⇥L2(GI)⇥G and define the operator Nn : G! F as

Nn(gn) =

0

BBBBBBBBB@

1p
|GI1 |

R
GI1

un
f ·n f +

⇣
h

n�h

n�1

D t +un
p

⌘
·np dGI1

...
1p
|GIk |

R
GIk

un
f ·n f +

⇣
h

n�h

n�1

D t +un
p

⌘
·np dGIk

gn · t+
⇣

b

⇣
un

f �
h

n�h

n�1

D t

⌘
· t
⌘���

GIp
d gn

1

CCCCCCCCCA

, (5)

where (un
f ,un

p) is the solution of (2) and (un
p, pn

p,h
n) is the solution of (3).

The minimization of the functional Jn(gn) in (4) is then equivalent to the mini-
mization of the least squares function kNn(gn)k2

F, that is:

min
gn2G

Jn(gn) =
1
2

min
gn2G
kNn(gn)k2

F . (6)

We solve this problem by a residual updating technique. First, an initial guess for
a minimizer, gn

(0), is chosen and Nn(gn
(0)) is computed. Since we expect that Nn(gn)⇡

[0
p

dgn]T for a sufficiently small d at the minimizer, we take Nn(gn
(0))� [0

p
dgn

(0)]
T

as a residual and find a correction hn for gn
(0) such that
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1
2

���
⇣

Nn(gn
(0))� [0

p
dgn

(0)]
T
⌘
+ N0n(gn

(0))(h
n)
���

2

F

= min
y2G

1
2
k
⇣

Nn(gn
(0))� [0

p
dgn

(0)]
T
⌘
+N0n(gn

(0))(y)k
2
F . (7)

Here, N0n(gn
(0))(·) : G! F is defined by

N0n(gn
(0))(h

n) =

0

BBBBBBBBB@

1p
|GI1 |

R
GI1

wn
f ·n f +

⇣
j

n

D t +wn
p

⌘
·np dGI1

...
1p
|GIk |

R
GIk

wn
f ·n f +

⇣
j

n

D t +wn
p

⌘
·np dGIk

hn · t+
⇣

b

⇣
wn

f �
j

n

D t

⌘
· t
⌘���

GIp
dhn

1

CCCCCCCCCA

, (8)

where (wn
f ,f

n
f ) is the solution of the problem:

r f

✓wn
f

D t
, v f

◆
+2n f (D(wn

f ),D(v f ))� (f n
f ,— ·v f ) = hhn,v f iGI , 8v f 2 U f , (9a)

(q f ,— ·wn
f ) = 0, 8q f 2 Q f , (9b)

and (wn
p,f

n
p ,j

n) is the solution of the problem:

rs

✓
j

n

D t2 ,x

◆
+2ns(D(jn),D(x ))+l (— ·jn,— · x )

�a(f n
p ,— ·x ) =�hhn,x i

GI , 8x 2 S , (10a)

k

�1(wn
p,vp)� (f n

p ,— ·vp) =�hhn ·np,vp ·npiGI , 8vp 2 Up, (10b)
✓

qp,s0
f

n
p

D t
+a

— ·jn

D t
+— ·wn

p

◆
= 0, 8qp 2 Qp. (10c)

In order to solve the minimization problem (7), we solve its normal equation

N0n(gn
(0))
⇤N0n(gn

(0))(h
n) =�N0n(gn

(0))
⇤
⇣

Nn(gn
(0))� [0

p
dgn

(0)]
T
⌘
, (11)

where N0n(gn
(0))
⇤ : Rk⇥L2(GI)⇥G⇤ !G⇤ is the adjoint operator of N0n(gn

(0)) identi-
fied in the following lemma.

Lemma 1. For (g,y,z) 2 Rk⇥L2(GI)⇥G⇤, the adjoint of N0n(gn
(0)) is given by

N0n(gn
(0))
⇤

0

@
g

y
z

1

A=
⇣

w̄n
f � j̄

n� (w̄n
p ·np)np

⌘���
GI
+ yt+

p
dz , (12)

where (w̄n
f , f̄

n
f ) is the solution of



Optimization-based decoupling algorithms for a fluid-poroelastic system 11

r f

✓ w̄n
f

D t
, v f

◆
+2n f (D(w̄n

f ),D(v f ))� (f̄ n
f ,— ·v f )

= b hy,v f · tiGI +
k

Â
i=1

gi
1p
|GIi |

Z

GIi

v f ·n f dGIi , 8v f 2 U f , (13a)

(q f ,— · w̄n
f ) = 0, 8q f 2 Q f , (13b)

and (w̄n
p, f̄

n
p , j̄

n
p) is the solution of

rs

✓
j̄

n

D t2 ,x

◆
+2ns(D(j̄n),D(x ))+l (— · j̄n,— ·x )+ a

D t
(f̄ n

p ,— ·x )

=� b

D t
hy,x · ti

GI +
1

D t

k

Â
i=1

gi
1p
|GIi |

Z

GIi

x ·np dGIi , 8x 2 S , (14a)

k

�1(w̄n
p,vp)+(f̄ n

p ,— ·vp) =
k

Â
i=1

gi
1p
|GIi |

Z

GIi

vp ·np dGIi , 8vp 2 Up , (14b)

(qp,s0
f̄

n
p

D t
�a— · j̄n�— · w̄n

p) = 0, 8qp 2 Qp . (14c)

Proof. Taking (v f ,q f ) = (w̄n
f , f̄

n
f ), (vp,qp,x ) = (w̄n

p, f̄
n
p , j̄

n
p) in (9) and (10), re-

spectively, and (v f ,q f ) = (wn
f ,f

n
f ), (vp,qp,h) = (wn

p,f
n
p ,j

n
p) in (13) and (14), re-

spectively, we obtain

hhn, w̄n
f � j̄

n� (w̄n
p ·np)npiGI =

k

Â
i=1

gi
1p
|GIi |

Z

GIi

wn
f ·n f +

✓
j

n

D t
+wn

p

◆
·np dGIi

+
D

y,b
⇣

wn
f �

j

D t

⌘
· t
E

GI
. (15)

Hence, by (8), (12), and (15), for hn 2G we have:
0

@N0n(gn
(0))(h

n),

2

4
g

y
z

3

5

1

A=
k

Â
i=1

gi
1p
|GIi |

Z

GIi

wn
f ·n f +

✓
j

n

D t
+wn

p

◆
·np dGIi

+
D

y,hn · t+b

⇣
wn

f �
j

D t

⌘
· t
E

GI
+
p

d hhn,zi
GI

= hhn, w̄n
f � j̄

n� (w̄n
p ·np)np + yt+

p
dzi

GI

=

0

@hn,N0n(gn
(0))
⇤

0

@

2

4
g

y
z

3

5

1

A

1

A .

For the solution of (11), we use the Conjugate Gradient (CG) algorithm; see, e.g.,
[16]. The steps of the CG algorithm applied to the solution of problem A⇤Ax = A⇤b
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are described in Algorithm 1. Here, e is a prescribed error tolerance. Note that the
normal equation does not need to be formed explicitly for the algorithm.

Algorithm 1 Conjugate Gradient (CG) method for the least squares problem

1. Initialize x(0).

2. Set r(0) = b�Ax(0), p(0) = A⇤r(0).

3. For i = 0,1,2, · · · ,

a. if kA⇤r(i)k< e , stop,
b. s(i) = kA⇤r(i)k2/kAp(i)k2,
c. x(i+1) = x(i) +s(i)p(i),
d. r(i+1) = r(i)�s(i)Ap(i),
e. t(i) = kA⇤r(i+1)k2/kA⇤r(i)k2,
f. p(i+1) = A⇤r(i+1) + t(i)p(i).

Once hn has been computed, the least squares problem (6) can be solved using
the residual updating algorithm described in Algorithm 2.

Algorithm 2 Residual updating algorithm

1. Initialize gn
(0),

2. Solve Stokes/Biot problem defined by (2) and (3) to get un
f , pn

f , un
p, pn

p, and h

n,

3. Compute N(gn
(0)),

4. Find the correction hn using the CG algorithm (Algorithm 1) with A = N0n(gn
(0)), b =

�(Nn(gn
(0))� [0

p
dgn

(0)]
T ), x = hn,

5. gn gn
(0) +hn.

4.2 Linear equation

In this section, we suppose that un
p is regular enough that un

p ·np 2 L2(GI). In this
case, the objective functional Jn can be defined as:
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Jn(gn) :=
1
2

����

✓
un

f ·n f +

✓
h

n�h

n�1

D t
+un

p

◆
·np

◆���
GI

����
2

L2(GI)

+
1
2

����gn · t+b

✓✓
un

f �
h

n�h

n�1

D t

◆
· t
◆���

GI

����
2

L2(GI)

+
1
2

dkgnk2
G . (16)

Assuming no penalty term in (16) and choosing a control space G := L2(GI),
define the linear operator Ln : G!G by

Ln(gn) =

0

B@

⇣
un

f ·n f +
⇣

h

n�h

n�1

D t +un
p

⌘
·np

⌘���
GI

gn · t+
⇣

b

⇣
un

f �
h

n�h

n�1

D t

⌘
· t
⌘���

GI

1

CA , (17)

where (un
f , pn

f ) satisfies (2) and (un
p, pn

p,h
n) satisfies (3). Assuming further that the

unknown stress gn and unknowns un
f , un

p, h

n have the same number of degrees
of freedom on the interface when discretized (this is easily achieved by using a
fluid mesh and a structure mesh that match at the interface), we can convert the
minimization problem to the following linear problem:

Find gn 2G such that Ln(gn) = 0. (18)

We can solve (18) using a residual updating technique described in Algorithm 4:
For a given initial guess gn

(0), find hn such that

Ln(gn
(0))+L0n(gn

(0))(h
n) = 0

and update gn. Here, L0n : G!G is defined by

L0n(gn
(0))(h

n) =

0

@

⇣
wn

f ·n f +
⇣

j

n

D t +wn
p

⌘
·np

⌘���
GI

hn · t+
⇣

b

⇣
wn

f �
j

n

D t

⌘
· t
⌘���

GI

1

A , (19)

where (wn
f ,f

n
f ) is the solution to (9) and (wn

p,f
n
p ,j

n) is the solution to (10).
Note that the operator L0n is not self-adjoint. Therefore, the residual updating tech-

nique can be used in combination with an iterative solver for a non-self-adjoint prob-
lem such as BiCGSTAB method; see, e.g., [16]. The algorithm for the BiCGSTAB
method is provided in Algorithm 3.
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Algorithm 3 Biconjugate Gradient stabilized (BiCGSTAB) method

1. Initialize x(0),
2. Set r(0) = b�Ax(0),
3. Choose an arbitrary vector r̂(0) such that (r̂(0),r(0)) 6= 0, e.g., r̂(0) = r(0),
4. Set r(0) = a = w(0) = 1,
5. Set v(0) = p(0) = 0,
6. For i = 1,2, · · · ,

a. if kr(i�1)k< e stop,
b. r(i) = (r̂(0),r(i�1)),
c. b(i) = (r(i)/r(i�1))(a(i)/w(i�1)),
d. p(i) = r(i�1) +b(i)(p(i�1)�w(i�1)v(i�1)),
e. v(i) = Ap(i),
f. a(i) = r(i)/(r̂(0),v(i)),
g. s(i) = r(i�1)�a(i)v(i),
h. t(i) = As(i),
i. w(i) = (t(i),s(i))/(t(i), t(i))
j. x(i) = x(i�1) +a(i)p(i) +w(i)s(i),
k. r(i) = s(i)�w(i)t(i).

Algorithm 4 Residual updating algorithm - linear case

1. Initialize gn
(0).

2. Solve Stokes/Biot problem defined by (2) and (3) for un
f , pn

f ,un
p, pn

p,h
n.

3. Compute L(gn
(0)).

4. Find the correction hn using the BiCGSTAB algorithm (Algorithm 3) with A = L0n(gn
(0)),

b =�Ln(gn
(0)), and x = hn.

5. gn gn
(0) +hn.

5 Numerical Experiments

In order to investigate the convergence properties of Algorithms 2 and 4, we per-
formed numerical experiments using a non-physical example.

We take Wp = (0,1)⇥(0,1) for the poroelastic structure. The fluid domain W f =
(0,1)⇥ (1,2) is superposed on Wp, with the fluid-structure interface GI = {(x,y) :
0 < x < 1,y = 1}. Also, the physical parameters are chosen as follows: n f = ns =
0.5, r f = rs = 1, a = b = l = s0 = k = 1. The right-hand side functions f f , fs, and
fp are chosen so that the exact solution is:
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u f = [(y�1)2x3(1+ t2) ,�cos(y)e(1+ t2)],

p f = (cos(x)ey + y2�2y+1)(1+ t2),

up = [�x(sin(y)e+2(y�1))(1+ t2) , (�cos(y)e+(y�1)2)(1+ t2)],

pp = (�sin(y)e+ cos(x)ey + y2�2y+1)(1+ t2),

h = [
p

2 cos(
p

2x)cos(y)(1+ t2) , sin(
p

2x)sin(y)(1+ t2)].

The boundary and initial conditions are determined using the exact solution.
Figure 2 shows the magnitude of the fluid velocity and the fluid pressure at time

t = 0.0005, while Figure 3 displays the magnitude of the structure displacement, the
magnitude of the Darcy velocity, and the structure pressure at the same time.
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(b) pressure p f

Fig. 2 Exact solution for the fluid problem at time t = 0.0005: (a) the magnitude of the fluid
velocity and (b) the fluid pressure.

Note that the chosen exact solution does not satisfy all the interface conditions.
Instead, it satifsfies only (5b) and (5c), but not (5a) and (5d). Indeed, the exact
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(c) pressure pp

Fig. 3 Exact solution for the structure problem at time t = 0.0005: (a) the magnitude of the struc-
ture displacement, (b) the magnitude of the Darcy velocity, and (c) the fluid pressure.

solution satisfies the following variations of (5a) and (5d):
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u f ·n f =�up ·np , (1a)
n f ·s f t =�b (u f · t) . (1b)

For our numerical implementation, we still implemented our algorithms as if all the
interface conditions, (5a)–(5d), are satisfied. Then, to compensate the inexact inter-
face conditions, we modified the functionals Nn(gn) and Ln(gn). More specifically,
we compute the functional (5) with the additional term �h t · n for the first k en-
tries and +b h t · t for entry k+ 1, where h t is given by the chosen exact solution.
Similarly, �h t · n and +b h t · t are added in the first and second entries of (17),
respectively.

For the finite element approximations, we used inf-sup stable Taylor-Hood ele-
ments P2 - P1 on structured meshes for both (u f , p f ) and (up, pp), and P2 elements
for h . Because these elements are not stable for the Biot model, we added a stabi-
lization term g(— ·up,— ·vp) to the Darcy equation (3b) with g = 10 and analogous
terms were added to (10b) and (14b).

In order to verify the convergence of Algorithms 2 and 4, numerical experiments
were performed with varying mesh sizes. The time step size D t was set to 0.0001.
The error tolerance for both CG and BiCGSTAB methods used in Algorithm 2 and
Algorithm 4, respectively, was set to e = 10�5. We started with g1

(0) =�(0.1,0.1)
T

and h1
(0) = (0.01,0.01)T for the first time step. After the first time step, the initial

stress function was chosen as gn
(0) = gn�1 for both algorithms.

First, we investigated Algorithm 2 through a mesh refinement study; we halved
the mesh size in each mesh refinement. Table 1 reports the errors of finite ele-
ment solutions with four different meshes at the fifth time step (t = 0.0005), where
(uh

f , ph
f ,uh

p, ph
p,h

h), (uex
f , pex

f ,uex
p , pex

p ,h
ex) denote the finite element solution and the

exact solution, respectively. The rates of convergence of all the quantities in the re-
spective norms are those predicted by the theory.

h kuh
f �uex

f k0,W f rate |uh
f �uex

f |1,W f rate kph
f � pex

f k0,W f rate

1/2 1.18⇥10�2 – 1.59⇥10�1 – 1.38⇥10�1 –
1/4 1.26⇥10�3 3.23 3.59⇥10�2 2.15 2.51⇥10�2 2.46
1/8 1.43⇥10�4 3.14 8.69⇥10�3 2.05 5.25⇥10�3 2.26
1/16 1.75⇥10�5 3.03 2.15⇥10�3 2.02 1.21⇥10�3 2.12

h |uh
p�uex

p |Hdiv(W p) rate kph
p� pex

p k0,W p rate |hh�h

ex|1,W p rate

1/2 7.12⇥10�3 – 4.58⇥10�2 – 6.33⇥10�2 –
1/4 1.93⇥10�3 1.88 1.12⇥10�2 2.03 1.58⇥10�2 2.00
1/8 4.72⇥10�4 2.03 2.78⇥10�3 2.01 3.95⇥10�3 2.00
1/16 1.16⇥10�4 2.02 6.95⇥10�4 2.00 9.87⇥10�4 2.00

Table 1 Errors and convergence rates using Algorithm 2 at the fifth time step (t = 0.0005) with
D t = 0.0001.
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Table 2 and 3 report the number of CG iterations for Algorithm 2 together with
the initial and final values of the objective functional Jn defined in (4) at the first
time step and at the fifth time step, respectively. We remark that while at the first
time step the number of CG iterations more than doubles every time the mesh size
is halved, it is no more the case at the fifth time step when going from the third to
the fourth mesh refinement. Recall that we make a random initial choice for g1

(0). At
every successive step, however, we set gn

(0) = gn�1. Therefore, the initial value of
Jn is much larger at the first time step than at the fifth. Note that the initial value of
Jn at the fifth time step is already around 10�5.

h No. of CG iter. Initial Jn Terminal Jn

1/2 10 1.12⇥103 6.63⇥10�8

1/4 26 7.54⇥102 8.49⇥10�7

1/8 62 2.44⇥102 2.91⇥10�7

1/16 161 7.25⇥101 9.49⇥10�8

Table 2 Number of CG iterations for Algorithm 2, initial and terminal functional values at the first
time step (t = 0.0001) with D t = 0.0001.

h No. of CG iter. Initial Jn Terminal Jn

1/2 9 2.58⇥10�5 1.30⇥10�14

1/4 21 3.64⇥10�5 1.23⇥10�12

1/8 57 5.16⇥10�6 3.31⇥10�14

1/16 94 2.85⇥10�7 1.92⇥10�12

Table 3 Number of CG iterations for Algorithm 2, initial and terminal residual values for the fifth
time step (t = 0.0005) with D t = 0.0001.

Next, we investigated Algorithm 4. We observed that Algorithm 4 gave almost
identical errors to the ones reported in Table 1, hence the report is omitted here. The
number of BiCGSTAB iterations for Algorithm 4, and the initial and final values of
Jn at the first time step and at the fifth time step are presented in Tables 4 and 5,
respectively.

We observe that at the first time step, with an arbitrarily chosen g1
(0), the num-

ber of CG iterations needed is similar to or a little more than that of BiCGSTAB
iterations. However, at the fifth time step, where the iterations start with a more ac-
curate initial control g5

(0) = g4, significantly less iterations are needed for CG than
BiCGSTAB iterations. This gets more prominent as h gets smaller.
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As far as computational effort is concerned, the computational cost per iteration
is almost the same for both algorithms. More specifically, in each CG iteration, (9)–
(10), and (13)-(14) need to be solved, while in each BiCGSTAB iteration, (9)-(10)
need to be solved twice with different right-hand sides.

h No. of BiCGSTAB iter. Initial Jn Terminal Jn

1/2 8 1.34⇥103 1.05⇥10�7

1/4 23 8.69⇥102 1.16⇥10�6

1/8 68 2.64⇥102 7.17⇥10�7

1/16 132 7.52⇥101 6.77⇥10�7

Table 4 Number of BiCGSTAB iterations for Algorithm 4, initial and terminal functional values
at the first time step (t = 0.0001) with D t = 0.0001.

h No. of BiCGSTAB iter. Initial Jn Terminal Jn

1/2 7 1.20⇥10�3 3.91⇥10�11

1/4 34 1.70⇥10�4 2.69⇥10�11

1/8 121 1.34⇥10�5 2.43⇥10�11

1/16 263 4.94⇥10�7 3.85⇥10�11

Table 5 Number of BiCGSTAB iterations for Algorithm 4, initial and terminal residual values for
the fifth time step (t = 0.0005) with D t = 0.0001.

6 Conclusions

We have studied the interaction of a free-fluid with a poroelastic structure, modeled
by the Stokes-Biot system. After discussing the time-discretized variational formu-
lation of the coupled problem, we developed a minimization problem in which the
Stokes-Biot system was decoupled through a control function on the interface. Two
numerical algorithms based on a residual updating technique have been proposed;
one solves a least squares problem and the other solves a linear problem when the
solution up is smooth enough. We observed that both algorithms yielded an optimal
control function along with a solution for the Stokes-Biot system that satisfies the
interface conditions. Also, the optimal rates of convergence for finite element so-
lutions demonstrate that there was no spatial degradation of the solution over time
steps. On the other hand, the proposed decoupling schemes enable us to solve the
two subproblems in parallel and they can be easily extended to a nonlinear system,
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e.g., the coupled Navier-Stokes and Biot system. Subsequent work will provide an
analytical framework for the proposed methods and include numerical experiments
that are designed for moving domains in a physical setting.
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