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Abstract

The focus of this thesis is on numerical modeling of fluid-structure interaction

(FSI) problems with application to hemodynamics.

Recent in vivo studies, utilizing ultrasound contour and speckle tracking methods,

have identified significant longitudinal wall displacements and viscoelastic arterial

wall properties over a cardiac cycle. Existing computational models that use thin

structure approximations of arterial walls have so far been limited to elastic models

that capture only radial wall displacements. In this thesis, we present a new model

and a novel loosely coupled partitioned numerical scheme modeling fluid-structure

interaction (FSI) in blood flow allowing non-zero longitudinal displacement.

In this work arterial walls are modeled by a linearly viscoelastic, cylindrical Koi-

ter shell model capturing both radial and longitudinal displacement. Fluid flow is

modeled by the Navier-Stokes equations for an incompressible, viscous fluid. The

two are fully coupled via kinematic and dynamic coupling conditions. The proposed

numerical scheme is based on a new modified Lie operator splitting that decouples

the fluid and structure sub-problems in a way that leads to a loosely coupled scheme

that is unconditionally stable. This was achieved by a clever use of the kinematic

coupling condition at the fluid and structure sub-problems, leading to an implicit

coupling between the fluid and structure velocities. The proposed scheme is a mod-

ification of the recently introduced “kinematically coupled scheme” for which the

newly proposed modified Lie splitting significantly increases the accuracy. In this

work it is shown that the new scheme, called the kinematically coupled β-scheme,

is unconditionally stable for all β ∈ [0, 1]. The performance and accuracy of the
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scheme are studied on a series of instructive examples including a comparison with a

monolithic scheme proposed by Quaini and Quarteroni in [77]. It is shown that the

accuracy of our scheme is comparable to that of the monolithic scheme, while our

scheme retains all the main advantages of partitioned schemes.

The results of the computational model are compared with in vivo measurements

of the common carotid artery wall motion, and with data capturing stenosed coronary

arteries, showing excellent agreement.

Keywords: Fluid-structure interaction, hemodynamics, loosely coupled scheme,

longitudinal displacement, viscoelastic arteries.
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Chapter 1
Introduction

Recent developments in ultrasound Contour and Speckle Tracking techniques make

it now possible to measure in vivo radial and longitudinal arterial wall displace-

ments [1, 25, 26, 28, 73, 84, 85, 89]. These measurements for the first time reveal that

longitudinal displacement in healthy human arteries is comparable in magnitude

to the radial displacement (see Figure 1.1). While healthy subjects exhibit signif-

icant longitudinal displacement, recent ultrasound in vivo measurements indicate

that smaller longitudinal displacement is associated with atherosclerotic vessels [84],

or with older, diabetic subjects [28] (see Figure 1.2). On the other hand, large longi-

tudinal displacement is particularly pronounced under adrenaline conditions during

which the longitudinal displacement of the intima-media complex increases by 200%,

and becomes twice the magnitude of radial displacement [1]. Since the appropriate

ultrasound techniques have only recently been developed, the relationship between

longitudinal displacement and pathophysiology of the human cardiovascular system
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Figure 1.1: Longitudinal and radial displacement in a carotid artery measured us-
ing in vivo ultrasound speckle tracking method. The thin red line located at the
intimal layer of the arterial wall shows the direction and magnitude of the displace-
ment vector, showing equal magnitude in longitudinal and radial components of the
displacement [28].

is under-explored, and the work in this thesis presents an important first step in this

direction.

We study fluid-structure interaction (FSI) between an incompressible viscous,

Newtonian fluid, and a thin viscoelastic structure modeled by the linearly viscoelas-

tic cylindrical Koiter shell model. A cylindrical viscoelastic Koiter shell model is

derived to describe the mechanical properties of arterial walls, while the Navier-

Stokes equations for an incompressible, viscous, Newtonian fluid are employed to

model the flow of blood in medium-to-large human arteries. The two are coupled via

the kinematic (no-slip) and dynamic (balance of contact forces) coupling conditions.

In hemodynamics, the coupling between the fluid and structure is highly nonlinear

due to the fact that the fluid and structure densities are roughly the same, making

2



Figure 1.2: Comparison of carotid artery wall motion in a healthy and diabetic
subject, measured in vivo using ultrasound speckle tracking methods [28].

the inertia of the fluid and structure roughly equal. In this regime, classical loosely

coupled (or explicit) numerical schemes, which are based on the fluid and structure

sub-solvers, have been shown to be intrinsically unstable [22] due to the miss-match

between the discrete energy dictated by the numerical scheme, and the continuous

energy of the coupled problem. This has been associated with the “added mass

effect” [22]. To rectify this problem, the fluid and structure sub-solvers need to

be sub-iterated until the energy balance at the discrete level approximates well the

energy of the continuous coupled problem. The resulting strongly coupled scheme,

however, gives rise to extremely high computational costs.

To get around these difficulties, several different loosely coupled algorithms have

been proposed that modify the classical strategy in coupling the fluid and structure

sub-solvers. The method proposed in [71] uses a simple membrane model for the

structure that can be easily embedded into the fluid equations and appears as a

generalized Robin boundary condition. In this way the original problem reduces to

a sequence of fluid problems with a generalized Robin boundary condition that can
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be solved using only the fluid solver. A similar approach was proposed in [8], where

the fluid and structure are split in the classical way, but the fluid and structure sub-

problems were linked via novel transmission (coupling) conditions that improve the

convergence rate. Namely, a linear combination of the dynamic and kinematic inter-

face conditions was used to artificially redistribute the fluid stress on the interface,

thereby avoiding the difficulty associated with the added mass effect.

A different stabilization of the loosely coupled (explicit) schemes was proposed

in [18] which is based on Nitsche’s method [47] with a time penalty term giving L2-

control on the fluid force variations at the interface. We further mention the scheme

proposed in [9], where Robin-Robin type preconditioner is combined with Krylov

iterations for the solution of the interface system.

For completeness, we also mention several semi-implicit schemes. The schemes

proposed in [4, 5, 37] separate the computation of fluid velocity from the coupled

pressure-structure velocity system, thereby reducing the computational costs. Sim-

ilar schemes, derived from algebraic splitting, were proposed in [10, 77]. We also

mention [68] where an optimization problem is solved at each time-step to achieve

continuity of stresses and continuity of velocity at the interface.

In this thesis we deal with the problems associated with the added mass effect by:

(1) employing the kinematic coupling condition implicitly in all the sub-steps of the

splitting, as in the kinematically coupled scheme first introduced in [46]; (2) treating

the fluid sub-problem together with the viscous part of the structure equations so

that the structure inertia appears in the fluid sub-problem (made possible by the

kinematic coupling condition). In this step, a portion of the fluid stress, the fluid
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inertia, and the viscous part of the structure equations are coupled weakly, and

implicitly, thereby adding dissipative effects to the fluid solver and contributing to

the overall stability of the scheme (although the scheme is stable even if viscoelasticity

of the structure is neglected). The modification of the Lie splitting introduced in this

manuscript uses the remaining portion of the normal fluid stress (the pressure) to

explicitly load the structure in the elastodynamics equations, significantly increasing

the accuracy of our scheme when compared with the classical kinematically coupled

scheme [46], and making it comparable to that of the monolithic scheme presented

in [10, 76]. Including the structure inertia implicitly in the fluid sub-problem is the

main reason why our scheme is stable even when the density of the structure is equal

to the density of fluid. We show, using ideas similar as in [22], that our scheme is

unconditionally stable for all the ratios between the fluid and structure densities.

To deal with the motion of the fluid domain, we implemented an Arbitrary

Lagrangian-Eulerian (ALE) approach. In addition to the ALE method [32, 48, 50, 59,

61, 77, 78], the Immersed Boundary Method [35, 40, 62, 65, 74, 75] has been very pop-

ular in problems with moving domains, especially when the structure is completely

immersed in the fluid domain. We also mention the Fictitious Domain Method com-

bined with the mortar element method or ALE method [7, 87], the Lattice Boltz-

mann method [34, 36, 53, 54], the Coupled Momentum Method [39], and the Level

Set Method [27].

We used this computational model to study FSI in the common carotid artery

and in a stenosed coronary artery under physiological conditions. Numerical results

5



were compared with measurement showing excellent agreement. New results re-

lated to the behavior of longitudinal displacement were obtained. More precisely, we

showed that, unlike radial displacement, longitudinal displacement in stenotic lesions

is highly dependent on the stenotic geometry. In particular, we showed that in type

3 stenotic geometry listed in Section 7.2, the magnitude of longitudinal displacement

is largest, which may be associated with higher incidence of plaque rupture. We also

showed that longitudinal displacement in atherosclerotic arteries is smaller than in

healthy arteries, which is in line with the recent in vivo measurements that associate

plaque burden with reduced total longitudinal wall displacement [85]. Details of

the comparison between our numerical results and experimental measurements are

presented in Chapter 7.

The research presented in this thesis provides a first step in our effort to capture

multi-layered structure of arterial walls and their interaction with blood flow. In

modeling the intima-media/adventitia complex, the coupling between a thin shell

(intima) allowing radial and longitudinal displacement, and a thick structure (me-

dia/adventitia) is important. The development of the model presented in this thesis

is crucial for this project. Our preliminary results show that the modified kinemati-

cally coupled scheme proposed in this manuscript is perfect for the numerical solution

of such a FSI problem.
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Chapter 2
The linearly viscoelastic Koiter models

2.1 Introduction

Arterial walls are complex structures composed of different layers, which makes their

detailed elastic/viscoelastic behaviour difficult to model. There are three main layers

that form arterial walls (see Figure 2.1):

• Tunica adventitia - The outermost layer of arterial wall; it is composed of

connective tissue as well as collagen and elastic fibers.

• Tunica media - the middle layer of the arterial wall. It is composed of smooth

muscle cells surrounded by a network of fibers primarily made of two proteins,

collagen, and elastin. The elastin forms concentric rings within the vessel wall.

• Tunica intima - the innermost layer of arterial wall closest to the blood. It is

composed of a single layer of specialized cells, called endothelial cells, which sit
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2.1. INTRODUCTION

atop the sub-endothelial space and a wall called the basement membrane.

Figure 2.1: Layers forming arterial wall.

Since the full elastic response of arterial wall interacting with blood flow is diffi-

cult to model, the following set of simplifying assumptions is commonly introduced

to capture only the most important physics in the description of the mechanical

properties of arterial walls:

• homogeneity of the material with “small” displacements and “small” deforma-

tion gradients leading to the hypothesis of linear elasticity,

• “small” vessel wall thickness allowing a reduction from three-dimensional mod-

els to two-dimensional shell models,

• cylindrical geometry and axial symmetry leading to the further reduction to

one-dimensional models capturing only radial displacement.

A classical model for arterial walls which includes those assumptions is the elastic

membrane model. When external forces are applied, a membrane model captures

deformation of the structure that only result from stretching. An extension of the

8
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membrane model that captures deformation which result from both stretching and

bending is a shell model.

In this chapter we derive the equations for the elastic membrane model for a

tube with variable radius, and an elastic Koiter shell model for a straight tube; both

are extended by the Kelvin-Voigt viscoelastic model. Kelvin-Voigt model has been

shown in [2, 3, 11] to be a good approximation of the measured viscoelastic properties

of the human carotid and femoral arteries, and the canine aorta.

2.2 Geometry of 2-surfaces and the shell problem

Let ω ⊂ R2 be open, bounded and simply connected set with Lipschitz-continuous

boundary ζ. Denote by y = (yα) a generic point in ω, and let ∂α := ∂/∂yα and

∂αβ := ∂2/∂yα∂yβ. Let φ ∈ C3(ω;R3) be an injective mapping such that the two

vectors

aα(y) := ∂αφ(y)

are linearly independent at all points y ∈ ω. Then they form the covariant basis of

the tangent plane to the surface S := φ(ω) at the point φ(y). The contravariant

basis of the tangent plane is formed by the two vectors aα(y) defined by

aα(y) · aβ(y) = δαβ .

To extend the basis to the whole space, we define the third vector (see Figure 2.2)

a3(y) = a3(y) =
a1(y)× a2(y)

|a1(y)× a2(y)|
.

9
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S

Figure 2.2: The mapping φ and the covariant basis at a point y

The metric tensor (first fundamental form) of the surface S in covariant Ac =

(aαβ) or contravariant A
c = (aαβ) components is given, respectively, by

aαβ = aα · aβ, aαβ = aα · aβ.

The area element along S is
√
ady, where a := det(Ac) > 0 in ω since Ac is a positive

definite matrix.

The curvature tensor (second fundamental form) of surface S in covariant Bc =

(bαβ) or mixed B = (bβα) components is given, respectively, by

bαβ = a3 · ∂αaβ = −∂αa3 · aβ, bβα = aβσbσα.

The Christoffel symbols Γσ are given by

Γσ
αβ = aσ · ∂βaα = −∂βa

σ · aα.

In addition, we define covariant components cαβ of the third fundamental form

of the surface S by

cαβ = bσαbσβ,

10
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and the first-order covariant derivatives bσβ|α of the curvature tensor of S by

bσβ|α = ∂αb
σ
β + Γσ

ατb
τ
β − Γτ

βαb
σ
τ .

For each ϵ > 0, we define the set

Ωϵ = ω × (−ϵ, ϵ). (2.1)

Let xϵ = (y, xϵ
i) denote a generic point in Ω

ϵ
, and define a mapping Φ : Ω

ϵ → R3 by

letting

Φ(xϵ) := φ(y) + xϵ
3a

3(y), ∀xϵ = (y, xϵ
3) ∈ Ω

ϵ
. (2.2)

For each 0 < ϵ ≤ ϵ0, the set Φ(Ω
ϵ
) is the reference configuration of an elastic shell,

with middle surface S = φ(ω) and thickness 2ϵ. We will be assuming, see below,

that the material constituting the shell is linearly elastic, isotropic and homogeneous,

characterized by Lamé constants λ > 0 and µ > 0.

2.3 Linearly viscoelastic Koiter shell model in

curvilinear coordinates

Consider a linearly elastic shell of thickness 2ϵ, with middle surface S = φ ⊂ R3, as

defined in Section 2.2. Let ζ0 be any portion of ∂ω with positive length. We assume

the shell is clamped on a portion of their lateral face, whose middle line is φ(ζ0).

When external forces are applied, deformation of the shell will be a result of

stretching and bending. Stretching of the surface is measured by the change of

11
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metric tensor, and bending effects by the change of curvature tensor. Let v ∈

H1(ω)×H1(ω)×H2(ω). Then the linearized change of metric tensor γ = (γαβ) and

the linearized change of curvature tensor ϱ = (ϱαβ) associated with v, in covariant

components, are given, respectively, by

γαβ(v) =
1

2
(∂αvβ + ∂βvα)− Γσ

αβvσ − bαβv3,

ϱαβ(v) = ∂αβv3 − Γσ
αβ∂σv3 + bσβ(∂αvσ − Γτ

ασvτ ) + bσα(∂βvσ − Γτ
βσvτ ) + bσα|βvσ − cαβv3,

where Γσ
αβ are Christoffel symbols and bαβ are components of the second fundamental

form defined in Section 2.2.

Introduce the elasticity tensor A [24]

AE =
2Eσ

1− σ2
(Ac · E)Ac +

2E

1 + σ
AcEAc, E ∈ Sym(R2), (2.3)

where Ac and Ac are the first fundamental form in covariant and contravariant

components, and · denotes the scalar product

A ·B := Tr(ABτ ), A,B ∈ M2(R).

Material properties are described through Young’s modulus E and Poisson’s ration

σ. They are related to Lamé constants through the following identities

E =
µ(3λ+ 2µ)

λ+ µ
, σ =

λ

2(λ+ µ)
.

Displacement of a shell corresponds to the displacement of shell’s middle surface.

Denote the displacement by η and assume that η is a function of space and time.

We include viscoelastic behavior by assuming the Kelvin-Voigt model where the total

stress is linearly proportional to strain and to the time-derivative of strain. Then, for

12
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the linearly viscoelastic Koiter shell model we define the internal (stretching) force

by

h

2
Aγ(η) +

h

2
Bγ(η̇), (2.4)

and bending moment by

h3

24
Aϱ(η) +

h3

24
Bϱ(η̇). (2.5)

Here η̇ denotes the time-derivative, h is thickness of the shell and B is given by

BE =
2Evσv

1− σ2
v

(Ac · E)Ac +
2Ev

1 + σv

AcEAc, E ∈ Sym(R2), (2.6)

with Ev and σv corresponding to the viscous counterparts of the Young’s modulus

E and the Poisson’s ratio σ.

To define the weak formulation, we introduce the following function space V by

V = {v ∈ H1(ω)×H1(ω)×H2(ω) : v|ζ0 = 0, ∂νv3|ζ0 = 0}.

The total energy of the linearly viscoelastic Koiter shell is given by the sum of the

contributions due to stretching and bending. The corresponding weak formulation

will thus account for the internal (stretching) force and bending moment. Therefore,

the weak formulation of the linearly viscoelastic Koiter shell is given by: for each

t > 0 find η(t) ∈ V such that

h

2

∫
ω

(Aγ(η) +Bγ(η̇)) · γ(ξ)
√
ady +

h3

24

∫
ω

(Aϱ(η) +Bϱ(η̇)) · ϱ(ξ)
√
ady

+ρwh

∫
ω

∂2η

∂t2
· ξ

√
ady =

∫
ω

f · ξ
√
ady, ∀ξ ∈ V, (2.7)

where ρw is shell’s density and f is the vector of covariant components of the surface

density of the force applied to the shell. The first term on the left-hand side of (2.7)

13
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multiplying h/2 captures the membrane effects, while the second term on the left

hand-side multiplying h3/24 captures the flexural effects of the Koiter shell. In this

model, components of the vector function η in the canonical basis are components

of the displacement vector in contravariant basis.

2.4 The linearly viscoelastic membrane model for

a tube with variable radius

To derive the linearly viscoleastic Koiter membrane model we note that the only

difference between the membrane and shell models is that the shell model accounts for

bending rigidity, while in the membrane this is negligible. Thus, the weak formulation

of the linearly viscoelastic membrane model is: for each t > 0 find η(t) ∈ V such

that ∀ξ ∈ V

h

2

∫
ω

(Aγ(η) +Bγ(η̇)) · γ(ξ)
√
ady + ρwh

∫
ω

∂2η

∂t2
· ξ

√
ady =

∫
ω

f · ξ
√
ady. (2.8)

Consider a clamped cylinder of length L, with variable radius R(z), where R :

[0, L] → R is a smooth function. The reference surface is now defined by (see

Figure 2.3)

Φ = {x = (R(z) cos θ, R(z) sin θ, z) ∈ R3 : θ ∈ (0, 2π), z ∈ (0, L)},

and the reference position of the membrane is obtained through a smooth mapping

φ(z, θ) = (R(z) cos θ, R(z) sin θ, z) ∈ R3, for z ∈ (0, L), θ ∈ (0, 2π). (2.9)
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The mapping φ introduces a local system of curvilinear coordinates, whose co-

variant basis is given by

a1 =
∂φ

∂z
= (R′(z) cos θ,R′(z) sin θ, 1),

a2 =
∂φ

∂θ
= (−R(z) sin θ, R(z) cos θ, 0),

a3 =
a1 × a2
|a1 × a2|

= (− cos θ√
1 + (R′)2

,− sin θ√
1 + (R′)2

,
R′√

1 + (R′)2
).

L z

r

R(z)

Figure 2.3: The reference domain

The contravariant basis is given by

a1 =
1

1 + (R′(z))2
(R′(z) cos θ,R′(z) sin θ, 1),

a2 =
1

R
(− sin θ, cos θ, 0),

a3 = a3 = (− cos θ√
1 + (R′)2

,− sin θ√
1 + (R′)2

,
R′√

1 + (R′)2
).

The first fundamental form of the surface Φ in covariant Ac = (aαβ) and con-

travariant Ac = (aαβ) components is, respectively,

Ac =

 (R′(z))2 + 1 0

0 R(z)2

 , Ac =

 1
(R′(z))2+1

0

0 1
R(z)2

 .
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The second fundamental form of the surface Φ in covariant Bc = (bαβ) and mixed

components B = (bβα) is, respectively,

Bc =

 − R′′(z)√
(R′(z))2+1

0

0 R(z)√
(R′(z))2+1

 , B =

 − R′′(z)

((R′(z))2+1)3/2
0

0 1

R(z)
√

(R′(z))2+1

 .

Now, the Christoffel symbols Γσ
αβ for surface Σ read as follows

Γ1
11 =

R′(z)R′′(z)

1 +R′(z)2
, Γ2

11 = 0,

Γ1
12 = Γ1

21 = 0, Γ2
12 = Γ2

21 =
R′(z)

R(z)
,

Γ1
22 = −R(z)R′(z)

1 +R′(z)2
, Γ2

22 = 0.

Remark 2.4.1. Blouza and Le Dret showed in [14] that a linearized change of metric

can be written in the following way

γαβ(v) =
1

2
(∂βṽ · aβ + ∂βṽ · aα), (2.10)

for all v ∈ H1(ω)×H1(ω)×H2(ω), where ṽ = [a1 a2 a3] v.

Using equation (2.10) the corresponding linearized change of metric reads as

follows

γ11(v) = ∂1v1 −
R′′(z)R′(z)

(R′(z))2 + 1
v1 +

R′′(z)√
1 + (R′(z))2

v3,

γ12(v) =
1

2
(∂1v2 + ∂2v1)−

R′(z)

R(z)
v2,

γ21(v) =
1

2
(∂2v1 + ∂1v2)−

R′(z)

R(z)
v2,

γ22(v) = ∂2v2 +
R(z)R′(z)

R′(z)2 + 1
v1 −

R(z)√
1 + (R′(z))2

v3.
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Components of a vector function v = (v1, v2, v3) are its components in contravari-

ant basis {a1,a2,a3}. Note that the standard basis {e1, e2, e3} can be written as a

linear combination of vectors forming the contravariant basis in the following way

e1 = R′(z) cos θ a1 −R(z) sin θ a2 − cos θ√
1 +R′(z)2

a3,

e2 = R′(z) sin θ a1 +R(z) cos θ a2 − sin θ√
1 +R′(z)2

a3,

e3 = a1 +
R′(z)√

1 +R′(z)2
a3.

From this relation we can form the change of basis matrix W from the standard to

contravariant basis:

W =


aτ
1

aτ
2

aτ
3

 =


R′(z) cos θ R′(z) sin θ 1

−R(z) sin θ R(z) cos θ 0

− cos θ√
1+R′(z)2

− sin θ√
1+R′(z)2

R′(z)√
1+R′(z)2

 .

Given matrix W , for every vector v we can relate its components in contravariant

and standard basis as

[v]{a1,a2,a3} = W [v]{e1,e2,e3}.

From here we can easily make a connection between the vector coordinates in con-

travariant and cylindrical coordinate system as
v1

v2

v3

 =


R′(z) cos θ R′(z) sin θ 1

−R(z) sin θ R(z) cos θ 0

− cos θ√
1+R′(z)2

− sin θ√
1+R′(z)2

R′(z)√
1+R′(z)2




vr cos θ

vr sin θ

vz

 .
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The latter equations simplify to

v1 = R′(z)vr + vz,

v2 = 0,

v3 = − 1√
1 +R′(z)2

vr +
R′(z)√

1 +R′(z)2
vz.

Taking this into account, the change of metric tensor reads as follows

γ(v) =

 R′(z)v′r + v′z 0

0 R(z)vr

 , ∀(vz, vr) ∈ H1
0 (0, L)×H1

0 (0, L). (2.11)

With these constitutive relations and equation (2.8) we now define the weak

formulation of the linearly viscoelastic membrane model by the following: for each

t > 0 find η(t) = (ηz(t), ηr(t)) ∈ H1
0 (0, L)×H1

0 (0, L) such that

h

2

∫ L

0
(Aγ(η) +Bγ(η̇)) · γ(ξ)R(z)

√
1 +R′(z)2dz + ρwh

∫ L

0

∂2η

∂t2
· ξR(z)

√
1 +R′(z)2dz

=

∫ L

0
f · ξR(z)

√
1 +R′(z)2dz, ∀ξ = (ξz, ξr) ∈ H1

0 ×H1
0 . (2.12)

Written in terms of the displacement, employing the notation

Cv :=
Ev

1− σ2
v

, Dv :=
Evσv

1− σ2
v

,

and after integration by parts, the weak formulation of the linearly viscoelastic Koiter
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membrane model is given by

−
∫ L

0

∂

∂z

(
EhR(z)R′(z)2

(1− σ2)(1 +R′(z)2)3/2
∂ηr
∂z

)
ξrdz −

∫ L

0

∂

∂z

(
EhR(z)R′(z)

(1− σ2)(1 +R′(z)2)3/2
∂ηz
∂z

)
ξrdz

−
∫ L

0

∂

∂z

(
EhR(z)R′(z)

(1− σ2)(1 +R′(z)2)3/2
∂ηr
∂z

)
ξzdz +

∫ L

0

EhσR′(z)

(1− σ2)
√

1 +R′(z)2
∂ηr
∂z

ξrdz

−
∫ L

0

∂

∂z

(
Ehσ

(1− σ2)
√

1 +R′(z)2
ηr

)
ξzdz −

∫ L

0

∂

∂z

(
EhR(z)

(1− σ2)(1 +R′(z)2)3/2
∂ηz
∂z

)
ξzdz

+

∫ L

0

Eh

1− σ2

√
1 +R′(z)2

R(z)
ηrξrdz +

∫ L

0

Ehσ

1− σ2

1√
1 +R′(z)2

∂ηz
∂z

ξrdz

−
∫ L

0

∂

∂z

(
Ehσ

1− σ2

R′(z)√
1 +R′(z)2

ηr

)
ξrdz −

∫ L

0

∂

∂z

(
CvhR(z)R′(z)2

(1 +R′(z)2)3/2
∂2ηr
∂z∂t

)
ξrdz

−
∫ L

0

∂

∂z

(
CvhR(z)R′(z)

(1 +R′(z)2)3/2
∂2ηz
∂z∂t

)
ξrdz −

∫ L

0

∂

∂z

(
CvhR(z)R′(z)

(1 +R′(z)2)3/2
∂2ηr
∂z∂t

)
ξzdz

−
∫ L

0

∂

∂z

(
CvhR(z)√
1 +R′(z)2

2

∂2ηz
∂z∂t

)
ξzdz −

∫ L

0

∂

∂z

(
DvhR

′(z)√
1 +R′(z)2

∂ηr
∂t

)
ξrdz

−
∫ L

0

∂

∂z

(
Dvh√

1 +R′(z)2
∂ηr
∂t

)
ξzdz +

∫ L

0

Cvh
√

1 +R′(z)2

R(z)

∂ηr
∂t

ξrdz

+

∫ L

0

DvhR
′(z)√

1 +R′(z)2
∂2ηr
∂z∂t

ξrdz +

∫ L

0

Dvh√
1 +R(z)′2

∂2ηz
∂z∂t

ξrdz

+ρwh

∫ L

0
(
∂2ηz
∂t2

ξz +
∂2ηr
∂t2

ξr)R(z)
√

1 +R(z)′2dz

=

∫ L

0
(fzξz + frξr)R(z)

√
1 +R(z)′2dz, for all ξ = (ξz, ξr) ∈ H1

0 ×H1
0 .

From here the equilibrium equations read as follows

fz = ρwh
∂2ηz
∂t2

− ∂

∂z

(
C0ηr

)
1

R
√
1 +R′2

− ∂

∂z

(
C1

∂ηz
∂z

)
1

R
√
1 +R′2

− ∂

∂z

(
C2

∂ηr
∂z

)
1

R
√
1 +R′2

− ∂

∂z

(
D0

∂ηr
∂t

)
1

R
√
1 +R′2

− ∂

∂z

(
D1

∂2ηz
∂t∂z

)
1

R
√
1 +R′2

− ∂

∂z

(
D2

∂2ηr
∂t∂z

)
1

R
√
1 +R′2

,

19



2.4. THE LINEARLY VISCOELASTIC MEMBRANE MODEL FOR A TUBE
WITH VARIABLE RADIUS

fr = ρwh
∂2ηr
∂t2

+ C3ηr −
∂

∂z

(
C4ηr

)
1

R
√
1 +R′2

+ C5
∂ηr
∂z

+ C6
∂ηz
∂z

− ∂

∂z

(
C7

∂ηr
∂z

)
1

R
√
1 +R′2

− ∂

∂z

(
C2

∂ηz
∂z

)
1

R
√
1 +R′2

+D3
∂ηr
∂t

+D4
∂2ηr
∂t∂z

+D5
∂2ηz
∂t∂z

− ∂

∂z

(
D6

∂ηr
∂t

)
1

R
√
1 +R′2

− ∂

∂z

(
D7

∂2ηr
∂t∂z

)
1

R
√
1 +R′2

− ∂

∂z

(
D2

∂2ηz
∂t∂z

)
1

R
√
1 +R′2

,

where

C0 =
hEσ
1−σ2

1√
1+R′2 , C1 =

hE
1−σ2

R
(1+R′2)3/2

, C2 =
hE

1−σ2
R′R

(1+R′2)3/2
, C3 =

hE
1−σ2

1
R2 ,

C4 =
hEσ
1−σ2

R′
√
1+R′2 , C5 =

hEσ
1−σ2

R′

R(1+R′2)
, C6 =

hEσ
1−σ2

1
R(1+R′2)

, C7 =
hE

1−σ2
RR′2

(1+R′2)3/2
,

D0 = hDv
1√

1+R′2 , D1 = hCv
R

(1+R′2)3/2
, D2 = hCv

RR′

(1+R′2)3/2
, D3 = hCv

1
R2 ,

D4 = hDv
R′

R(1+R′2)
, D5 = hDv

1
R(1+R′2)

, D6 = hDv
R′

√
1+R′2 , D7 = hCv

RR′2

(1+R′2)3/2
.

At this step it is easy to include the space-dependence of Young’s modulus, struc-

ture thickness or viscoelastic parameters. Let us assume that the stiffness changes

along the cylinder, i.e. E = E(z), and let h = const, Cv = const, and Dv = const.

After taking all the derivatives, the viscoelastic Koiter membrane model is given by

fz = ρwh
∂2ηz
∂t2

− a0ηr − a1
∂ηr
∂z

− a2
∂ηz
∂z

− a3
∂2ηr
∂z2

− a4
∂2ηz
∂z2

− b0
∂ηr
∂t

− b1
∂2ηr
∂t∂z

−b2
∂2ηz
∂t∂z

− b3
∂3ηr
∂t∂z2

− b4
∂3ηz
∂t∂z2

, (2.13)

fr = ρwh
∂2ηr
∂t2

+ a5ηr − a6
∂ηr
∂z

+ a7
∂ηz
∂z

− a8
∂2ηr
∂z2

− a3
∂2ηz
∂z2

+ b5
∂ηr
∂t

− b6
∂2ηr
∂t∂z

+b7
∂2ηz
∂t∂z

− b8
∂3ηr
∂t∂z2

− b3
∂3ηz
∂t∂z2

, (2.14)
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where

a0 =
hσ

1− σ2

1

R(1 +R′2)

(
E′ − ER′R′′

1 +R′2

)
,

a1 =
h

1− σ2

1

1 +R′2

(
R′

1 +R′2E
′ +

E

R
(σ +

R′2(R′2 − 2R′′R+ 1) +R′′R

(1 +R′2)2
)

)
,

a2 =
h

1− σ2

1

(1 +R′2)2

(
E′ +

ER′(1 +R′2 − 3RR′′)

R(1 +R′2)

)
,

a3 =
hE

1− σ2

R′

(1 +R2)2
,

a4 =
hE

1− σ2

1

(1 +R′2)2
,

a5 =
h

R(1− σ2)

(
E

R
− σR′

1 +R′2E
′ − EσR′′

(1 +R′2)2

)
,

a6 =
h

1− σ2

R′

(1 +R′2)2

(
E′R′ +

E

R

RR′′(2−R′2) +R′2(1 +R′2)

1 +R′2

)
,

a7 =
h

1− σ2

1

1 +R′2

(
− R′

1 +R′2E
′ +

E

R
(σ − R′2(R′2 − 2R′′R+ 1) +R′′R

(1 +R′2)2
)

)
,

a8 =
hE

1− σ2

(
R′

1 +R′2

)2

b0 = − hDvR
′R′′

R(1 +R′2)2
,

b1 =
h

1 +R′2

(
Dv

R
+

Cv

R

R′2(R′2 − 2R′′R+ 1) +R′′R

(1 +R′2)2

)
,

b2 =
hCvR

′(1 +R′2 − 3RR′′)

R(1 +R′2)3
,

b3 = hCv
R′

(1 +R2)2
,

b4 = hCv
1

(1 +R′2)2
,

b5 =
h

R

(
Cv

R
− DvR

′′

(1 +R′2)2

)
,

b6 = hCv
R′(RR′′(2−R′2) +R′2(1 +R′2))

R(1 +R′2)3
,

b7 =
h

1 +R′2

(
Dv

R
− Cv

R

R′2(R′2 − 2R′′R+ 1) +R′′R

(1 +R′2)2

)
,

b8 = hCv

(
R′

1 +R′2

)2

.
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2.5 The linearly viscoelastic Koiter shell model

for a straight tube

Consider a clamped cylindrical shell with the reference radius of the middle sur-

face equal to R = const. Shell thickness is denoted by h and the cylinder length

by L. Assume the shell is axially symmetric, so that the displacement in the

θ−direction is zero and nothing in the problem depends on θ. Displacement of the

shell corresponds to the displacement of shell’s middle surface and is denoted by

η(z, t) = (ηz(z, t), ηr(z, t)). The reference domain is now defined by (see Figure 2.4)

Φ = {x = (R cos θ, R sin θ, z) ∈ R3 : θ ∈ (0, 2π), z ∈ (0, L)}. (2.15)

Note that the reference configuration is the same as (2.9) in the case R(z) = const =

L

z

r

h

R

middle

surface

undeformed

shell

deformed

shell

displacement

Figure 2.4: Left: Cylindrical shell in reference configuration with middle surface
radius R and shell thickness h. Right: Deformed shell.

R,∀z ∈ (0, L). Therefore, the first fundamental form of the cylindrical shell in co-

variant Ac = (aαβ) and contravariant Ac = (aαβ) components is given, respectively,
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by

Ac =

 1 0

0 R2

 , Ac =

 1 0

0 1
R2

 .

Now, using equation (2.11) with R′(z) = 0,∀z ∈ (0, L), the change of metric

tensor is given by

γ(v) =

 v′z 0

0 Rvr

 , ∀(vz, vr) ∈ H1
0 (0, L)×H1

0 (0, L). (2.16)

Since we are deriving a shell model we also have to find the change of the curvature

tensor to capture bending effects.

Remark 2.5.1. Blouza and Le Dret showed in [14] that linearized change of curvature

can be written in the following way

ϱαβ(v) = (∂αβṽ − Γσ
αβ∂σṽ) · a3, (2.17)

for all v ∈ H1(ω)×H1(ω)×H2(ω), where ṽ = [a1 a2 a3] v.

Using this result together with equations from the previous section, the change

of curvature tensor for a cylindrical shell is given by

ϱ(v) =

 −v′′r 0

0 vr

 , ∀(vz, vr) ∈ H1
0 (0, L)×H1

0 (0, L). (2.18)

Introduce the following function space

Vc = H1
0 (0, L)×H2

0 (0, L)

= {ξ = (ξz, ξr) ∈ H1(0, L) : ξ(0) = ξ(L) = 0, ξ′r(0) = ξ′r(L) = 0}. (2.19)
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Then, using equation (2.7) the weak formulation of the linearly viscoelastic Koiter

shell model is given by: for each t > 0 find η(t) = (ηz(t), ηr(t)) ∈ Vc such that

h

2

∫ L

0

( 2E

1− σ2

∂ηz
∂z

ξ′z +
2Eσ

R(1− σ2)
ηrξ

′
z +

2Eσ

R(1− σ2)

∂η′z
∂z

ξr +
2E

R2(1− σ2)
ηrξr

+
2Ev

1− σ2
v

∂2ηz
∂z∂t

ξ′z +
2Evσv

R(1− σ2
v)

∂ηr
∂t

ξ′z +
2Evσv

R(1− σ2
v)

∂2ηz
∂z∂t

ξr +
2Ev

R2(1− σ2
v)

∂ηr
∂t

ξr

)
Rdz

+
h3

24

∫ L

0

( 2E

1− σ2

∂2ηr
∂z2

ξ′′r − 2Eσ

R2(1− σ2)
ηrξ

′′
r − 2Eσ

R2(1− σ2)

∂2ηr
∂z2

ξr +
2E

R4(1− σ2)
ηrξr

+
2Ev

1− σ2
v

∂3ηr
∂z2∂t

ξ′′r − 2Evσv
R2(1− σ2

v)

∂ηr
∂t

ξ′′r − 2Evσv
R2(1− σ2

v)

∂3ηr
∂z2∂t

ξr +
2Ev

R4(1− σ2
v)

∂ηr
∂t

ξr

)
Rdz

+ρsh

∫ L

0
(
∂2ηz
∂t2

ξz +
∂2ηr
∂t2

ξr)dz =

∫ L

0
(fzξz + frξr)Rdz, ∀ξ = (ξz, ξr) ∈ Vc. (2.20)

After integration by parts, the equilibrium equations read as follows

fz = ρsh
∂2ηz
∂t2

− C2
∂ηr
∂z

− C3
∂2ηz
∂z2

−D2
∂2ηr
∂t∂z

−D3
∂3ηz
∂t∂z2

(2.21)

fr = ρsh
∂2ηr
∂t2

+ C0ηr − C1
∂2ηr
∂z2

+ C2
∂ηz
∂z

+ C4
∂4ηr
∂z4

+D0
∂ηr
∂t

−D1
∂3ηr
∂t∂z2

+D2
∂2ηz
∂t∂z

+D4
∂5ηr
∂t∂z4

, (2.22)

where

C0 =
hE

R2(1− σ2)
(1 +

h2

12R2
), C1 =

h3

6

Eσ

R2(1− σ2)
, C2 =

h

R

Eσ

1− σ2
,

C3 =
hE

1− σ2
, C4 =

h3E

12(1− σ2)

D0 =
h

R2
Cv(1 +

h2

12R2
), D1 =

h3

6

Dv

R2
, D2 =

hDv

R
,

D3 = hCv, D4 =
h3Cv

12
.

(2.23)

Remark 2.5.2. In the numerical examples we will be using the viscoelastic Koiter

shell model neglecting the terms containing the 4th and 5th order derivatives (it can

be shown, using non-dimensional analysis, that these terms are much smaller than

the remaining terms).
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2.5.1 Energy equality of the linearly viscoelastic Koiter shell

In (2.20) we replace the test function ξ by the structure velocity ∂η
∂t

and integrate by

parts over (0, L) to obtain the following energy equality of the clamped Koiter shell:

d
dt

{
ρsh
2

∣∣∣∣∣∣∣∣∂ηz∂t

∣∣∣∣∣∣∣∣2
L2(0,L)

+ ρsh
2

∣∣∣∣∣∣∣∣∂ηr∂t

∣∣∣∣∣∣∣∣2
L2(0,L)

+h
2

[
E

1+σ

∣∣∣∣∣∣∣∣ηrR ∣∣∣∣∣∣∣∣2
L2(0,L)

+ E
1+σ

∣∣∣∣∣∣∣∣∂ηz∂z

∣∣∣∣∣∣∣∣2
L2(0,L)

+ Eσ
1−σ2

∣∣∣∣∣∣∣∣∂ηz∂z
+ ηr

R

∣∣∣∣∣∣∣∣2
L2(0,L)

]

+h3

24

[
E

1+σ

∣∣∣∣∣∣∣∣ ηrR2

∣∣∣∣∣∣∣∣2
L2(0,L)

+ E
1+σ

∣∣∣∣∣∣∣∣∂2ηr
∂z2

∣∣∣∣∣∣∣∣2
L2(0,L)

+ Eσ
1−σ2

∣∣∣∣∣∣∣∣− ∂2ηr
∂z2

+ ηr
R2

∣∣∣∣∣∣∣∣2
L2(0,L)

]}

+h
2

[
Ev

1+σv

∣∣∣∣∣∣∣∣ ∂ηrR∂t

∣∣∣∣∣∣∣∣2
L2(0,L)

+ Ev

1+σv

∣∣∣∣∣∣∣∣∂2ηz
∂z∂t

∣∣∣∣∣∣∣∣2
L2(0,L)

+ Evσv

1−σ2
v

∣∣∣∣∣∣∣∣∂2ηz
∂z∂t

+ ∂ηr
R∂t

∣∣∣∣∣∣∣∣2
L2(0,L)

]

+h3

24

[
Ev

1+σv

∣∣∣∣∣∣∣∣ ∂ηr
R2∂t

∣∣∣∣∣∣∣∣2
L2(0,L)

+ Ev

1+σv

∣∣∣∣∣∣∣∣ ∂3ηr
∂z2∂t

∣∣∣∣∣∣∣∣2
L2(0,L)

+ Evσv

1−σ2
v

∣∣∣∣∣∣∣∣− ∂3ηr
∂z2∂t

+ ∂ηr
R2∂t

∣∣∣∣∣∣∣∣2
L2(0,L)

]
=

∫ L

0
f · ∂η

∂t
dẑ. (2.24)

The first two terms under the time-derivative correspond to the kinetic energy

of the Koiter shell. The terms in the second and third row correspond to the elastic

energy of the Koiter shell (the terms multiplying h are the membrane energy, while

the terms multiplying h3 correspond to the flexural (bending) energy). The terms in

the fourth and fifth row correspond to the viscous energy of the viscoelastic Koiter

shell, while the last term corresponds to the work done by the external loading.
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Denote by EKs the contribution from the kinetic and elastic energy:

EKs = ρsh

∣∣∣∣∣∣∣∣∂ηz∂t

∣∣∣∣∣∣∣∣2
L2(0,L)

+ ρsh

∣∣∣∣∣∣∣∣∂ηr∂t

∣∣∣∣∣∣∣∣2
L2(0,L)

+ h

[
E

1 + σ

∣∣∣∣∣∣∣∣ηrR
∣∣∣∣∣∣∣∣2
L2(0,L)

+
E

1 + σ

∣∣∣∣∣∣∣∣∂ηz∂z

∣∣∣∣∣∣∣∣2
L2(0,L)

+
Eσ

1− σ2

∣∣∣∣∣∣∣∣∂ηz∂z
+

ηr
R

∣∣∣∣∣∣∣∣2
L2(0,L)

]
+

h3

12

[
E

1 + σ

∣∣∣∣∣∣∣∣ ηrR2

∣∣∣∣∣∣∣∣2
L2(0,L)

+
E

1 + σ

∣∣∣∣∣∣∣∣∂2ηr
∂z2

∣∣∣∣∣∣∣∣2
L2(0,L)

+
Eσ

1− σ2

∣∣∣∣∣∣∣∣− ∂2ηr
∂z2

+
ηr
R2

∣∣∣∣∣∣∣∣2
L2(0,L)

]
, (2.25)

and by VKs the contribution from the viscous energy:

VKs =
h

2

[
Ev

1 + σv

∣∣∣∣∣∣∣∣ ∂ηrR∂t

∣∣∣∣∣∣∣∣2
L2(0,L)

+
Ev

1 + σv

∣∣∣∣∣∣∣∣∂2ηz
∂z∂t

∣∣∣∣∣∣∣∣2
L2(0,L)

+
Evσv
1− σ2

v

∣∣∣∣∣∣∣∣∂2ηz
∂z∂t

+
∂ηr
R∂t

∣∣∣∣∣∣∣∣2
L2(0,L)

]

+
h3

24

[
Ev

1 + σv

∣∣∣∣∣∣∣∣ ∂ηr
R2∂t

∣∣∣∣∣∣∣∣2
L2(0,L)

+
Ev

1 + σv

∣∣∣∣∣∣∣∣ ∂3ηr
∂z2∂t

∣∣∣∣∣∣∣∣2
L2(0,L)

+
Evσv
1− σ2

v

∣∣∣∣∣∣∣∣− ∂3ηr
∂z2∂t

+
∂ηr
R2∂t

∣∣∣∣∣∣∣∣2
L2(0,L)

]
.

In the case when the external forces are zero, we have the following energy equality:

1

2

d

dt
EKs + VKs = 0. (2.26)
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Chapter 3
The Navier-Stokes equations for

incompressible viscous fluid in moving

domains and the Arbitrary Lagrangian

Eulerian (ALE) formulation

3.1 Introduction

A well-accepted model for blood flow in medium-to-large arteries are the Navier-

Stokes equations for an incompressible viscous fluid. In this chapter we present

the Navier-Stokes equations for an incompressible viscous fluid in moving domains.

To resolve the difficulties associated with moving domains we introduce the ALE

method. This approach is widely used in numerical studies of the fluid-structure

27



3.2. THE NAVIER-STOKES EQUATIONS FOR AN INCOMPRESSIBLE
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interaction problems [32, 48, 50, 61, 77, 78].

3.2 The Navier-Stokes equations for an incompress-

ible viscous fluid in moving domains

We consider the flow of an incompressible, viscous fluid in a two-dimensional channel

of length L and reference width 2R. The lateral boundary of the channel is bounded

by a thin, deformable wall. Without loss of generality, we consider only the upper half

of the fluid domain supplemented by a symmetry conditions at the axis of symmetry.

We assume the tube is fixed at the edges, i.e., the length of the tube does not change.

We will be assuming that for each t ∈ (0, T ) the boundary of the fluid domain

is Lipschitz continuous and that its lateral boundary, in Eulerian framework, can be

described by a Lipschitz continuous function

g(· ; t) : (0, L) → R, g(· ; t) : z 7→ g(z; t) for each t ∈ (0, T ),

so that, in Eulerian framework,

Γ(t) = {(z, g(z; t)), z ∈ (0, L)} for t ∈ (0, T ),

where z and r denote the horizontal and vertical Cartesian coordinates, respectively.

The fluid domain is given by (see Figure 3.1)

Ω(t) = {(z, r) ∈ R2; 0 < z < L, 0 < r < g(z; t)}, for t ∈ (0, T ). (3.1)

The inlet boundary will be denoted by Γin, the outlet boundary by Γout, the sym-
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R

L

r

z

Figure 3.1: Fluid domain Ω(t).

metry (bottom) boundary for which r = 0 by Γb, so that

∂Ω(t) = Γin ∪ Γ(t) ∪ Γout ∪ Γb.

The flow of a viscous, incompressible, Newtonian fluid is governed by the Navier-

Stokes equations

ρf

(
∂u

∂t
+ u · ∇u

)
= ∇ · σ in Ω(t) for t ∈ (0, T ), (3.2)

∇ · u = 0 in Ω(t) for t ∈ (0, T ), (3.3)

where u = (uz, ur) is the fluid velocity, p is the fluid pressure, ρf is the fluid density,

and σ is the fluid stress tensor. We assume the fluid is Newtonian so that the fluid

stress tensor is given by σ = −pI + 2µD(u), where µ is the fluid viscosity and

D(u) = (∇u+ (∇u)τ )/2 is the rate-of-strain tensor.

At the inlet and outlet boundary we prescribe the normal stress:

σn|in(0, r, t) = −pin(t)n|in on (0, R)× (0, T ), (3.4)

σn|out(L, r, t) = −pout(t)n|out on (0, R)× (0, T ), (3.5)

where nin/nout are the outward normals to the inlet/outlet boundaries, respectively.

Even though not physiologically optimal, these boundary conditions are common in

blood flow modeling [8, 65, 70].
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At the bottom boundary Γb we impose the symmetry conditions

∂uz

∂r
(z, 0, t) = 0, ur(z, 0, t) = 0 on (0, L)× (0, T ). (3.6)

The upper boundary Γ(t) represents a moving channel wall. Here we prescribe

the no-slip boundary conditions for the fluid velocity

u = uD on Γ(t), for t ∈ (0, T ).

When considering a fluid-structure interaction problem the no-slip condition will be

supplemented by an additional condition describing the balance of contact forces.

Initially, the fluid is assumed to be at rest

u = 0,

with the moving wall in the reference configuration.

3.3 The ALE mapping

To deal with the motion of the fluid domain we adopt the Arbitrary Lagrangian-

Eulerian (ALE) approach [32, 50, 70]. In the context of finite element method ap-

proximation of moving-boundary problems, ALE method deals efficiently with the

deformation of the mesh, especially near the interface between the fluid and struc-

ture.

Denote by Ω̂ := (0, L) × (0, R) the reference domain, and let Ω(t) be a current

domain. A point x̂ ∈ Ω̂ is called the ALE coordinate, while x = x(x̂, t) ∈ Ω(t)
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is called the Eulerian coordinate. ALE approach is based on introducing a family

of (arbitrary, invertible, smooth) mappings At defined on a single, fixed, reference

domain Ω̂ such that, for each t ∈ (t0, T ), At maps the reference domain Ω̂ = (0, L)×

(0, R) into the current domain Ω(t) (see Figure 3.2):

At : Ω̂ ⊂ Rd → Ω(t) ⊂ Rd, x(x̂, t) = At(x̂) ∈ Ω(t), for x̂ ∈ Ω̂. (3.7)

In addition, assume that the mapping

t → x(x̂, t)

is differentiable almost everywhere in [0, T ].

A t

Figure 3.2: At maps the reference domain Ω̂ into the current domain Ω(t).

Let f = f(x, t) be a function defined on Ω(t) × (t0, T ) and f̂ := f ◦ At the

corresponding function defined on Ω̂× (t0, T ) given by

f̂(x̂, t) = f(At(x̂), t). (3.8)

Define the time derivative of f on the reference configuration, in notation ∂f
∂t

∣∣
x̂
, in

the following way

∂f

∂t

∣∣∣∣
x̂

(x, t) :=
∂f̂

∂t
(A−1

t (x), t). (3.9)
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Using this notation, differentiating the function f defined in (3.8) using the chain

rule we have

∂f

∂t

∣∣∣∣
x̂

=
∂f

∂t
+

(
∂At

∂t
◦ A−1

t (x)

)
· ∇f =

∂f

∂t
+w · ∇f, (3.10)

where ∇ denotes the gradient with respect to x and

w =
∂At

∂t
◦ A−1

t (x) =
∂x

∂t

∣∣∣∣
x̂

(3.11)

denotes domain velocity.

3.4 The ALE formulation of the Navier-Stokes equa-

tions in conservative and non-conservative form

When dealing with moving domains in practice, it is natural to work with variables

that follow the domain evolution. Suppose we have a moving mesh and let xtn

and xtn+1 be the corresponding mesh nodes in the mesh at times tn and tn+1, as

in Figure 3.3. A natural way of discretizing the time-derivative of a function u ∈

n+1

n

n

n+1

Figure 3.3: Example of a moving mesh.
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Ω(tn+1) is via the forward difference

∂u

∂t
(xtn+1 , tn+1) ≈ u(xtn+1 , tn+1)− u(xtn , t

n)

tn+1 − tn
.

However, a point xtn+1 that belongs to Ω(tn+1) does not have to necessarily belong

to Ω(tn). Since the two terms that define the discrete form of the time derivative are

not defined on same domains, the approximation of the time-derivative is not well

defined. For this reason it is necessary to map the function u back to the reference

domain before discretizing the time derivatives. Using relation (3.10), for a function

u defined on a moving domain we can write

∂u

∂t
=

∂u

∂t

∣∣∣∣
x̂

−w · ∇u, (3.12)

where w is domain velocity and ∂u
∂t

∣∣
x̂
is derivative of u on the reference domain.

We apply this rule to write the time-derivative of the velocity in Navier-Stokes

equations (3.2)-(3.3) on the reference domain. Using equation (3.12), the ALE for-

mulation of the Navier-Stokes equations in non-conservative form is given by

ρf

(
∂u

∂t

∣∣∣∣
x̂

+ (u−w) · ∇u

)
= ∇ · σ in Ω(t) for t ∈ (0, T ), (3.13)

∇ · u = 0 in Ω(t) for t ∈ (0, T ), (3.14)

with appropriate initial and boundary conditions.

Remark 3.4.1. In the general case w(x, t) ̸= u(x, t). However, let us point out two

special cases:

• w = 0 : the domain is fixed, i.e. Ω(t) = Ω̂. In this case we recover the Eulerian

description of the motion.
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• w = u : Ω(t) is the material domain. In this case we recover the Lagrangian

description of the motion.

To derive the conservative formulation we introduce the following proposition [43]

Proposition 3.4.1. The following identity holds

∂JA
∂t

(x̂, t) = JA(x̂, t)∇ ·w(At(x̂), t), ∀x̂ ∈ Ω̂,∀t > 0, (3.15)

where JA is Jacobian of At.

Using Proposition 3.4.1 one can show the following equality

∂u

∂t

∣∣∣∣
x̂

=
1

JA

(
∂(JAu)

∂t

∣∣∣∣
x̂

− JAu∇ ·w
)
. (3.16)

Replacing the material derivative in (3.13) with the relation (3.16) and using

∇ · (u⊗w) = u∇ ·w +w · ∇u,

we obtain the ALE formulation of the incompressible Navier-Stokes equations in

conservative form

ρf
JA

∂(JAu)

∂t

∣∣∣∣
x̂

+∇ ·
(
ρfu⊗ (u−w)− σ

)
= 0 in Ω(t) for t ∈ (0, T ), (3.17)

∇ · u = 0 in Ω(t) for t ∈ (0, T ), (3.18)

with appropriate initial and boundary conditions.

3.5 Construction of the ALE mapping

Assume we know the motion of the interface

h : ∂Ω̂× (0, T ) → ∂Ω(t).
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We want to find an ALE mapping At such that

At(x̂) = h(x̂, t), ∀x̂ ∈ ∂Ω̂, t ∈ (0, T ).

Since At(x̂) = x(x̂, t) and At is arbitrary inside Ω̂, we can assume x is any “reason-

able” extension of h over Ω̂

x = Ext(h).

A simple model for finding such an x is the following:

Problem 3.5.1. Find x : Ω̂× (0, T ) → Ω(t) such that

∂x

∂t
−∇x̂ · (κ∇x̂x) = 0, ∀x̂ ∈ Ω̂, t ∈ (0, T ), (3.19)

x(x̂, 0) = x̂, x̂ ∈ Ω̂, (3.20)

x(x̂, t) = h(x̂, t), x̂ ∈ ∂Ω̂, t ∈ (0, T ), (3.21)

where κ is a positive constant.

In the case when we do not have a prescribed motion given for all times t, a

numerical method only has an input for the time interval (tn, tn+1) which consists of

the reference domain and the new position of the boundary, in notation h̃ : ∂Ω̂ →

∂Ω(t), a simple choice for the function x is a harmonic extension of h̃ onto Ω̂:

Problem 3.5.2. Find x : Ω̂ → Ω(t) such that

∇x̂ · (κ∇x̂x) = 0, ∀x̂ ∈ Ω̂, (3.22)

x(x̂) = h̃(x̂), x̂ ∈ ∂Ω̂, (3.23)

where κ is a positive constant (in the simplest case κ = 1).
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In our approach, we define At to be the harmonic extension of the mapping ĝ

that maps the boundary of Ω̂ to the boundary of Ω(t) for a given time t. More

precisely, in our case Ω̂ := (0, L)× (0, R), and so At is a harmonic extension of

ĝ : ∂Ω̂ → ∂Ω(t)

onto the whole domain Ω̂, for a given t :

Problem 3.5.3. Find x : Ω̂ → Ω(t) such that

∆x̂x = 0, ∀x̂ ∈ Ω̂, (3.24)

x(x̂) = 0, x̂ ∈ Ω̂\∂Ω̂, (3.25)

x(x̂) = ĝ(x̂), x̂ ∈ ∂Ω̂. (3.26)
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Chapter 4
The fluid-structure interaction problem

4.1 The coupling conditions and formulation of

the fluid-structure interaction problem

Consider the flow of an incompressible viscous fluid in a two-dimensional channel.

Without loss of generality, we consider only the upper half of the fluid domain supple-

mented by a symmetry condition at the axis of symmetry (see Figure 3.1). The lateral

boundary of the channel is bounded by a thin, deformable wall. We model the fluid

flow by the Navies-Stokes equations for an incompressible viscous fluid (3.3)-(3.6),

and the motion of the wall by the linearly viscoelastic Koiter shell model (2.22)-(2.23).

We are interested in simulating a pressure-driven flow through the deformable 2D

channel with a two-way coupling between the fluid and structure.

The fluid domain, which depends on time, is not known a priori. The location
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of the lateral boundary, defined in Lagrangian framework, is given by Γ(t) = {(ẑ +

ηz(ẑ, t), R + ηr(ẑ, t)) | ẑ ∈ (0, L)} for t ∈ (0, T ). Throughout the rest of this thesis

we will be denoting the Lagrangian coordinates by x̂ = (ẑ, r̂). The displacement of

the boundary will always be given in Lagrangian framework. However, we will omit

the hat notation on η for simplicity.

The fluid and structure are coupled via the kinematic and dynamic boundary

conditions [20]:

• Kinematic boundary condition describes continuity of velocity: the fluid

velocity at the current interface Γ(t) equals the velocity of the structure:

u(ẑ + ηz(ẑ, t), R + ηr(ẑ, t), t) =
∂η

∂t
(ẑ, t) on (0, L)× (0, T ). (4.1)

• Dynamic coupling condition describes balance of forces: the contact force

exerted by the fluid to the structure is counterbalanced by the contact force of

the structure. The fluid contact force, typically given in Eulerian framework, is

given by the normal fluid stress σn on Γ(t), where n is the outward normal to

the deformed boundary Γ(t). Let F = (fz, fr) denote the force of the structure

to the fluid-structure interface. Then, for every Borel subset B ∈ Γ̂, we require∫
B

√(
1 +

∂ηz
∂z

)2

+

(
∂ηr
∂z

)2

σ̂n|Γ(t) · ezdz = −
∫
B

fzdz,∫
B

√(
1 +

∂ηz
∂z

)2

+

(
∂ηr
∂z

)2

σ̂n|Γ(t) · erdz = −
∫
B

frdz,

where

J :=

√(
1 +

∂ηz
∂z

)2

+

(
∂ηr
∂z

)2

(4.2)
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is the Jacobian determinant of the mapping transforming Γ(t) to Γ̂. Pointwise,

the balance of contact forces reads

−fz = Jσ̂n|Γ(t) · ez, on Γ̂× (0, T ), (4.3)

−fr = Jσ̂n|Γ(t) · er, on Γ̂× (0, T ). (4.4)

Now, we define the fluid-structure interaction problem, written in the ALE frame-

work, as the following problem:

Problem 4.1.1.

ρf

(
∂u
∂t

∣∣
x̂
+ (u−w) · ∇u

)
= ∇ · σ in Ω(t)× (0, T ),

∇ · u = 0 in Ω(t)× (0, T ),

∂η
∂t

= u|Γ(t) on (0, L)× (0, T ),

ρsh
∂2ηz
∂t2

− C2
∂ηr
∂z

− C3
∂2ηz
∂z2

−D2
∂2ηr
∂t∂z

−D3
∂3ηz
∂t∂z2

= fz on (0, L)× (0, T ),

ρsh
∂2ηr
∂t2

+ C0ηr − C1
∂2ηr
∂z2

+ C2
∂ηz
∂z

+D0
∂ηr
∂t

−D1
∂3ηr
∂t∂z2

+D2
∂2ηz
∂t∂z

= fr on (0, L)× (0, T ),

with the following boundary and initial conditions

∂uz

∂r
(z, 0, t) = ur(z, 0, t) = 0 on (0, L)× (0, T ),

u(0, R, t) = u(L,R, t) = 0, η(0, t) = η(L, t) = 0,

σn|in(0, r, t) = −pin(t)n|in, σn|out(L, r, t) = −pout(t)n|out on (0, R)× (0, T ),

u|t=0 = 0, η|t=0 = 0,
∂η

∂t

∣∣∣∣
t=0

= 0 on Ω̂. (4.5)

Remark 1. It is worth mentioning here that while the fluid flow is modeled in 2D,

the thin structure equations, described in the previous section, are given in terms
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THE COUPLED FSI SYSTEM

of cylindrical coordinates, assuming axial symmetry. It is standard practice in 2D

fluid-structure interaction studies to use thin structure equations that are derived

assuming cylindrical geometry. This is because cylindrical structure models account

for the circumferential stress that “keeps” the top and bottom boundary of the

structure “coupled together” when they are loaded by the stresses exerted by the

fluid, thereby giving rise to physiologically reasonable solutions.

4.2 Variational formulation and the energy equal-

ity for the coupled FSI system

4.2.1 Variational formulation

Define the space of test functions

V (t) = {v : Ω(t) → R2| v = v̂ ◦ (At)
−1, v̂ ∈ (H1(Ω̂))2, vr|r=0 = 0,

v|Γ(t) ∈ H1
0 (Γ(t))}, (4.6)

Q(t) = {q : Ω(t) → R| q = q̂ ◦ (At)
−1, q̂ ∈ L2(Ω̂)}, (4.7)

for all t ∈ [0, T ). The variational formulation of Problem 4.1.1 reads: given t ∈ (0, T ),

find (u, p,η(t)) ∈ V (t)×Q(t)× Vc such that for all (v, q) ∈ V (t)×Q(t)

ρf

∫
Ω(t)

∂u

∂t
· vdx+ 2µ

∫
Ω(t)

D(u) : D(v)dx−
∫
Ω(t)

p∇ · vdx

+

∫ L

0

(
ρsh

∂2ηz
∂t2

− C2
∂ηr
∂z

−D2
∂2ηr
∂t∂z

)
vz|Γ̂dẑ +

∫ L

0

(
C3

∂ηz
∂z

+D3
∂2ηz
∂t∂z

)
∂(vz|Γ̂)
∂z

dẑ
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+

∫ L

0

(
ρsh

∂2ηr
∂t2

+ C0ηr + C2
∂ηz
∂z

+D0
∂ηr
∂t

+D2
∂2ηz
∂t∂z

)
vr|Γ̂dẑ

+

∫ L

0

(
C1

∂ηr
∂z

+D1
∂2ηr
∂t∂z

)
∂(vr|Γ̂)
∂z

dẑ =

∫ R

0

pin(t)vz|z=0dr −
∫ R

0

pout(t)vz|z=Ldr,

and ∫
Ω(t)

q∇ · udx = 0.

4.2.2 The energy of the coupled FSI problem

To formally derive the energy of the coupled FSI problem we multiply the structure

equations by the structure velocity, the balance of momentum in the fluid equations

by the fluid velocity, integrate by parts over the respective domains using the in-

compressibility condition, and add the two equations together. The dynamic and

kinematic coupling conditions are then used to couple the fluid and structure sub-

problems.

We start by first considering the Navier-Stokes equations for the fluid. To find the

energy of the fluid sub-problem we multiply the momentum equation in the Navier-

Stokes equations by u and integrate by parts over Ω(t), using the incompressibility

condition along the way. With the help of the following identities∫
Ω(t)

∂u

∂t
udx =

1

2

d

dt

∫
Ω(t)

|u|2dx− 1

2

∫
∂Ω(t)

|u|2u · ndS,∫
Ω(t)

(u · ∇)u · udx =
1

2

∫
∂Ω(t)

|u|2u · ndS,
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one obtains

1

2

d

dt

{
ρf ||u||2L2(Ω(t))

}
+ 2µ||D(u)||2L2(Ω(t))

−
∫ R

0

pin(t)uz|z=0dr +

∫ R

0

pout(t)uz|z=Ldr =

∫
Γ(t)

σn · u dS.

The integral on the right-hand side can be written in Lagrangian coordinates as∫
Γ(t)

σn · u dS =

∫ L

0

[σn · u] |(ẑ+ηz(ẑ,t),R+ηr(ẑ,t)) J dẑ (4.8)

where J is the Jacobian of transformation from the Eulerian to Lagrangian frame-

work, given by (4.2). Now we use the kinematic (4.1) and dynamic (4.3)-(4.4) lateral

boundary conditions to obtain∫ L

0

[σn · u] |(ẑ+ηz(ẑ,t),R+ηr(ẑ,t)) J dẑ = −
∫ L

0

f · ∂η
∂t

dẑ. (4.9)

Thus, the fluid sub-problem coupled with the structure satisfies

1
2

d
dt

{
ρf ||u||2L2(Ω(t))

}
+ 2µ||D(u)||2L2(Ω(t))

−
∫ R

0

pin(t)uz|z=0dr +

∫ R

0

pout(t)uz|z=Ldr = −
∫ L

0

f · ∂η
∂t

dẑ. (4.10)

By adding (2.24) and (4.10), the right-hand sides of the two equations cancel out

and one obtains the energy equality for the FSI problem:

d
dt

{
ρf
2
||u||2L2(Ω(t)) +

ρsh

2

∣∣∣∣∣∣∣∣∂ηz∂t

∣∣∣∣∣∣∣∣2
L2(0,L)

+
ρsh

2

∣∣∣∣∣∣∣∣∂ηr∂t

∣∣∣∣∣∣∣∣2
L2(0,L)︸ ︷︷ ︸

Kinetic Energy

+h
2

[
E

1 + σ

∣∣∣∣∣∣∣∣ηrR
∣∣∣∣∣∣∣∣2
L2(0,L)

+
E

1 + σ

∣∣∣∣∣∣∣∣∂ηz∂z

∣∣∣∣∣∣∣∣2
L2(0,L)

+
Eσ

1− σ2

∣∣∣∣∣∣∣∣∂ηz∂z
+

ηr
R

∣∣∣∣∣∣∣∣2
L2(0,L)

]
︸ ︷︷ ︸

Structure Elastic Energy (Membrane Contribution)

+h3

24

[
E

1− σ2

∣∣∣∣∣∣∣∣ ηrR2

∣∣∣∣∣∣∣∣2
L2(0,L)

+
2Eσ

1− σ2

∣∣∣∣∣∣∣∣∂2ηr
∂z2

∣∣∣∣∣∣∣∣2
L2(0,L)

]
︸ ︷︷ ︸
Structure Elastic Energy (Flexural(Shell) Contribution)

}
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+h
2

[
Ev

1 + σv

∣∣∣∣∣∣∣∣ ∂ηrR∂t

∣∣∣∣∣∣∣∣2
L2(0,L)

+
Ev

1 + σv

∣∣∣∣∣∣∣∣∂2ηz
∂z∂t

∣∣∣∣∣∣∣∣2
L2(0,L)

+
Evσv
1− σ2

v

∣∣∣∣∣∣∣∣∂2ηz
∂z∂t

+
∂ηr
R∂t

∣∣∣∣∣∣∣∣2
L2(0,L)

]
︸ ︷︷ ︸

Structure V iscous Energy (Membrane Contribution)

+h3

24

[
Ev

1− σ2
v

∣∣∣∣∣∣∣∣ ∂ηr
R2∂t

∣∣∣∣∣∣∣∣2
L2(0,L)

+
2Ev

1− σ2
v

∣∣∣∣∣∣∣∣ ∂3ηr
∂z2∂t

∣∣∣∣∣∣∣∣2
L2(0,L)

]
︸ ︷︷ ︸
Structure V iscous Energy (Flexural (Shell) Contribution)

+ 2µ||D(u)||2L2(Ω(t))︸ ︷︷ ︸
Fluid V iscous Energy

=

∫ R

0
pin(t)uz|z=0dr −

∫ R

0
pout(t)uz|z=Ldr. (4.11)

The coefficients Ev and σv are defined in Chapter 1. Therefore, we have shown that

if a solution to the coupled fluid-structure interaction problem (2.21) - (4.4) exists,

then it satisfies the energy equality (4.11). This equality says that the rate of change

of the kinetic energy of the fluid, the kinetic energy of the structure, and the elastic

energy of the structure, plus the viscous energy of the structure, plus the viscous

energy of the fluid, is equal to the work done by the inlet and outlet data.
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Chapter 5
A kinematically coupled β-scheme for the

fluid-structure interaction problem

5.1 Monolithic and partitioned algorithms for fluid-

structure interaction problem

There are two main approaches to numerically solving fluid-structure interaction

problems, monolithic and partitioned approach. Monolithic schemes solve the fluid-

structure interaction problem as a single system, enforcing strong coupling between

the fluid and structure. As a drawback, they are generally quite expensive in terms

of programming time, memory requirements and computational time when solving

large systems. Namely, since the coupling between the fluid and structure is highly

non-linear, such solvers require solving non-linear, strongly coupled problems at each
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time step using, for example, fixed point or Newtons methods [12, 23, 29, 38, 48].

Partitioned schemes separate the fluid-structure interaction problem into two

main sub-problems: the fluid sub-problem and the structure sub-problem. Parti-

tioned algorithms that do not require sub-iterations between the fluid and the struc-

ture sub-problems at each time-step are called loosely coupled algorithms. Those that

require sub-iterations between the fluid and the structure sub-problems are called

strongly coupled algorithms. The basic idea of a classical partitioned scheme is to

solve the fluid sub-problem with Dirichlet boundary conditions at the fluid-structure

interface given by the velocity of the structure from the previous time-step. After

that, one can compute the fluid stress at the fluid-structure interface and use it as

a load in the structure sub-problem. This saves computational time since it involves

solving smaller sub-problems, and programming time by allowing the use of existing

solvers for each sub-problem. However, the energy at the fluid-structure interface is

not exactly balanced due to the explicit discrete coupling between sub-problems.

More precisely, if fluid and structure are of roughly the same densities, which

is the case in the blood flow applications, small errors can lead to instabilities and

convergence issues in numerical simulations. Numerical instabilities that occur when

modeling interaction between fluid and structure of comparable densities are associ-

ated with the “added mass effect” [22]. Causin et al. showed that in the blood flow

applications classical partitioned schemes are unconditionally unstable. The added

mass effect also influences implicit schemes by causing convergence issues, but not

instabilities.
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One of the recently proposed loosely coupled schemes that is unconditionally sta-

ble when fluid and structure have comparable densities is the kinematically coupled

scheme. This scheme was proposed in [46] and applied to a simple benchmark prob-

lem. To solve the fluid-structure interaction problem (4.1.1), we propose an extension

of the kinematically coupled scheme with the following two goals:

1. to capture both radial and longitudinal displacement of arterial wall,

2. to improve accuracy of the scheme.

More precisely, the classical kinematically coupled scheme introduced in [46] is

based on a time-splitting approach known as the Lie splitting [44]. The viscoelastic

structure is split into its elastic part and the viscous part. The viscous (parabolic)

part and structure inertia are treated implicitly together with the fluid, while the

elastic (hyperbolic) part is treated separately. The inclusion of the structure inertia

and viscous part of the structure into the fluid solver implicitly as a boundary condi-

tion in the weak formulation is crucial for the stability of the scheme. This approach

provides a desirable discrete energy inequality making this scheme stable even when

the density of the fluid is equal to the density of the structure.

The elastic part of the structure, which is solved separately, communicates with

the fluid only via the kinematic coupling condition. The fluid stress does not appear

in this step, as it is used as a loading to the viscous part of the structure in the weak

formulation of the fluid sub-problem.

We will change this approach by additionally splitting the normal stress into a

fraction that loads the viscous part of the structure, and a fraction (pressure) that
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loads the elastic part of the structure. This splitting is done using a modification of

the Lie splitting scheme in a way which significantly increases accuracy.

Thus, the kinematically coupled scheme, called the kinematically coupled β-

scheme, is extended and improved to achieve the following two goals:

1. Capture both radial and longitudinal displacement of the linearly viscoelastic

Koiter shell for the underlying fluid-structure interaction problem.

2. Increase the accuracy of the kinematically coupled scheme by introducing a

new splitting strategy based on a modified Lie’s scheme.

This version of the kinematically coupled scheme retains all the advantages of

the original scheme, which include:

• The scheme does not require sub-iterations between the fluid and structure

sub-solvers to achieve stability.

• The scheme is modular, allowing the use of one’s favorite fluid or structure

solvers independently. The solvers communicate through the initial conditions.

• Except for the pressure, the fluid stress at the boundary does not need to be

calculated explicitly.
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5.1.1 The Lie operator splitting scheme

Let A be an operator from a Hilbert space H into itself, and suppose ϕ0 ∈ H. Consider

the following initial value problem

∂ϕ

∂t
+ A(ϕ) = 0 in (0, T ), (5.1)

ϕ(0) = ϕ0. (5.2)

Suppose A has a non-trivial decomposition

A =
I∑

i=1

Ai,

where I ≥ 2 and Ai are non-trivial, individually simpler operators than A. Let △t >

0 be a time discretization step. Denote tn = n△t and let ϕn be an approximation of

ϕ(tn). The Lie scheme [44] reads as follows: Set

ϕ0 = ϕ0.

Then, for n ≥ 0 compute ϕn+1 by solving

∂ϕi

∂t
+ Ai(ϕi) = 0 on (tn, tn+1),

ϕi(t
n) = ϕn+(i−1)/I ,

and set ϕn+i/I = ϕi(t
n+1), for i = 1, . . . .I.

This method is first-order accurate in time. More precisely, if (5.1) is defined on

a finite-dimensional space, and if the operators Ai are smooth enough, then ∥ϕ(tn)−

ϕn∥ = O(∆t) [44]. In our case, operator A that is associated with Problem 4.1.1 will

be split into a sum of three operators:
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1. The Stokes problem with suitable boundary conditions implicitly involving

structure velocity and fluid stress at the boundary.

2. The fluid advection problem.

3. The elastodynamics problem for the structure, loaded by the fluid pressure.

These sub-problems are coupled via the kinematic coupling condition and via fluid

pressure appearing in the elastodynamics problem. The kinematic coupling condition

also plays a key role in writing Problem 4.1.1 as a first-order system, based on which

the Lie splitting can be performed.

To write Problem 4.1.1 in first-order form, we utilize the kinematic coupling

condition u =
∂η

∂t
. Written in the ALE framework, our problem now reads: Find

u = (uz, ur), η = (ηz, ηr), with û(x̂, t) = u(At(x̂), t) and û|Γ̂ = û(ẑ, R, t), such that

ρf

(
∂u

∂t

∣∣∣∣
x̂

+ (u−w) · ∇u

)
= ∇ · σ, in Ω(t)× (0, T ), (5.3)

∇ · u = 0 in Ω(t)× (0, T ), (5.4)

with the kinematic and dynamic coupling conditions holding on Γ(t):

∂η

∂t
= û|Γ̂ on (0, L)× (0, T ), (5.5)

ρsh
∂(ûz|Γ̂)

∂t
− C2

∂ηr
∂z

− C3
∂2ηz
∂z2

−D2
∂(ûr|Γ̂)
∂z

−D3
∂2(ûz|Γ̂)
∂z2

= −

√(
1 +

∂ηz
∂z

)2

+

(
∂ηr
∂z

)2

σ̂n|Γ(t) · ez on (0, L)× (0, T ), (5.6)

ρsh
∂(ûr|Γ̂)

∂t
+ C0ηr − C1

∂2ηr
∂z2

+ C2
∂ηz
∂z

+D0ûr|Γ̂ −D1
∂2(ûr|Γ̂)
∂z2

+D2
∂(ûz|Γ̂)
∂z

= −

√(
1 +

∂ηz
∂z

)2

+

(
∂ηr
∂z

)2

σ̂n|Γ(t) · er on (0, L)× (0, T ), (5.7)
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and the following boundary conditions on Γin ∪ Γout ∪ Γb:

∂uz

∂r
(z, 0, t) = ur(z, 0, t) = 0 on Γb, (5.8)

u(0, R, t) = u(L,R, t) = 0, η|z=0,L =
∂ηr
∂z

∣∣∣∣
z=0,L

= 0, (5.9)

σn|in(0, r, t) = −pin(t)n|in, (5.10)

σn|out(L, r, t) = −pout(t)n|out on (0, R)× (0, T ). (5.11)

At time t = 0 the following initial conditions are prescribed:

u|t=0 = 0, η|t=0 = 0,
∂η

∂t

∣∣∣∣
t=0

= 0. (5.12)

Notice how the kinematic coupling condition is used in (5.6) and (5.7) to rewrite the

viscous part of the structure equations in terms of the trace of the fluid velocity on

Γ(t). This will be used in the splitting algorithm described below.

Remark 2. As shown in [33], if we discretise (3.11) as

w(x, τ) =
Aτ (x̂)− x̂

τ
+O(τ), (5.13)

we obtain a linear affine transformation for Aτ

Aτ (x̂) = x̂+ τw(x, τ) +O(τ). (5.14)

It can be easily shown that, using this transformation, spatial partial derivatives

of a function on a domain Ω(τ) are equal to the derivatives of the same function

on the reference domain Ω̂, plus an error O(τ) [33]. We avoid dealing with this

problem by writing only the time-derivative on the reference domain, and leaving

the spatial derivatives evaluated on the current domain. Details of the new splitting

are described next.
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5.2 Details of the operator-splitting scheme

We split the first-order system (5.3)-(5.12) into three sub-problems. The fluid prob-

lem will be split into its viscous part and the pure advection part (incorporating the

fluid and ALE advection simultaneously). The fluid stress σ̂n will be split into two

parts, Part I and Part II:

σ̂n = σ̂n+ βp̂n︸ ︷︷ ︸
(I)

−βp̂n︸ ︷︷ ︸
(II)

,

where β is a number between 0 and 1, 0 ≤ β ≤ 1, with β = 0 corresponding

to the splitting introduced in [46]. As discussed later, the accuracy of the scheme

increases as the value of β increases from 0 to 1. The numerical results presented

in this manuscript will correspond to the value of β = 1. The viscoelastic structure

equations will be split into their viscous part and the elastic part. These are combined

into a splitting algorithm in the following three steps.

• Step 1. Step 1 involves the Stokes problem with the viscous part of the

structure and Part I of the fluid stress. The Stokes problem is solved on a fixed

domain Ω(tn) with a “Robin type” lateral boundary condition given in terms

of Part I of the fluid stress which is balanced implicitly by the viscous part of

the structure and by structure inertia. The problem reads as follows:

Problem 5.2.1. Given un and ηn, find u, p and η, with û(x̂, t) = u(At(x̂), t)
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such that for t ∈ (tn, tn+1):

ρf
∂u
∂t

∣∣
x̂
= ∇ · σ, ∇ · u = 0 in Ω(tn)× (tn, tn+1)

∂η
∂t
(ẑ, t) = 0 on (0, L)× (tn, tn+1),

ρsh
∂(ûz |Γ̂)

∂t
−D2

∂(ûr|Γ̂)
∂z

−D3
∂2(ûz |Γ̂)

∂z2
+ β

√
(1 + ∂ηnz

∂z
)2 + (∂η

n
r

∂z
)2(p̂nnn|Γ(t)) · ez

= −
√

(1 + ∂ηnz
∂z

)2 + (∂η
n
r

∂z
)2(σ̂nn|Γ(t)) · ez on (0, L)× (tn, tn+1),

ρsh
∂(ûr|Γ̂)

∂t
+D0ûr|Γ̂ −D1

∂2(ûr|Γ̂)
∂z2

+D2
∂(ûz |Γ̂)

∂z

+β
√

(1 + ∂ηnz
∂z

)2 + (∂η
n
r

∂z
)2(p̂nnn|Γ(t)) · er

= −
√

(1 + ∂ηnz
∂z

)2 + (∂η
n
r

∂z
)2(σ̂nn|Γ(t)) · er on (0, L)× (tn, tn+1),

with the following boundary conditions on Γin ∪ Γout ∪ Γb:

∂uz

∂r
(z, 0, t) = ur(z, 0, t) = 0 on Γb,

u(0, R, t) = u(L,R, t) = 0,

σn|in = −pin(t)n|in on Γin, σn|out = −pout(t)n|out on Γout,

and initial conditions

u(tn) = un, η(tn) = ηn.

Then set un+1/3 = u(tn+1), ηn+1/3 = η(tn+1), pn+1 = p(tn+1).

Note that here we used only Part I of the fluid stress.
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• Step 2. In Step 2 we solve the fluid and ALE advection sub-problem defined

on a fixed domain Ω(tn). The problem reads:

Problem 5.2.2. Find u and η with û(x̂, t) = u(At(x̂), t), such that for t ∈

(tn, tn+1)

∂u
∂t

∣∣
x̂
+ (un+1/3 −wn+1/3) · ∇u = 0, in Ω(tn)× (tn, tn+1)

∂η
∂t
(ẑ, t) = 0 on (0, L)× (tn, tn+1),

ρshs
∂(û|Γ̂)

∂t
= 0, on (0, L)× (tn, tn+1),

with boundary conditions:

u = un+1/3 on Γ
n+1/3
− , where

Γ
n+1/3
− = {x ∈ R2|x ∈ ∂Ω(tn), (un+1/3 −wn+1/3) · n < 0},

and initial conditions

u(tn) = un+1/3, η(tn) = ηn+1/3.

Then set un+2/3 = u(tn+1), ηn+2/3 = η(tn+1).

• Step 3. Step 3 involves solving the elastodynamics problem for the location

of the deformable boundary by solving the elastic part of the structure which

is loaded by Part II of the normal fluid stress. Additionally, the fluid and

structure communicate via the kinematic lateral boundary condition which

gives the velocity of the structure in terms of the trace of the fluid velocity,

taken initially to be the value from the previous sub-step. The problem reads:
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Problem 5.2.3. Find û and η, with pn+1 computed in Step 1 and ηn obtained

at the previous time step, such that for t ∈ (tn, tn+1)

∂u
∂t

∣∣
x̂
= 0, in Ω(tn)

∂η
∂t
(z, t) = û|Γ̂ on (0, L)× (tn, tn+1),

ρsh
∂(ûz |Γ̂)

∂t
− C2

∂ηr
∂z

− C3
∂2ηz
∂z2

= β
√

(1 + ∂ηnz
∂z

)2 + (∂η
n
r

∂z
)2(p̂n+1nn|Γ(t)) · ez on (0, L)× (tn, tn+1),

ρsh
∂(ûr|Γ̂)

∂t
+ C0ηr − C1

∂2ηr
∂z2

+ C2
∂ηz
∂z

= β
√

(1 + ∂ηnz
∂z

)2 + (∂η
n
r

∂z
)2(p̂n+1nn|Γ(t)) · er on (0, L)× (tn, tn+1),

with boundary conditions:

η|z=0,L =
∂ηr
∂z

∣∣∣∣
z=0,L

= 0;

and initial conditions:

u(tn) = un+2/3, η(tn) = ηn+2/3.

Then set un+1 = u(tn+1), ηn+1 = η(tn+1).

Do tn = tn+1 and return to Step 1.

A diagram of the scheme is shown in Figure 5.1.

Remark 5.2.1. Note that the outward normal to the lateral boundary can be written

as

n =
(−η′r, 1 + η′z)√
(η′r)

2 + (1 + η′z)
2
. (5.15)
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Figure 5.1: Diagram of the kinematically coupled β-scheme.

Using this equality, we can take n in Step 3 implicitly, which upon substituting û|Γ̂

by ∂η
∂t

leads to the following system
ρsh

∂2ηz
∂t2

− (C2 − βp̂|n+1
Γ(t) )

∂ηr
∂z

− C3
∂2ηz
∂z2

= 0 on (0, L)× (tn, tn+1),

ρsh
∂2ηr
∂t2

+ C0ηr − C1
∂2ηr
∂z2

+ (C2 − βp̂|n+1
Γ(t) )

∂ηz
∂z

+ h2

12
C3

∂4ηr
∂z4

= βp̂|n+1
Γ(t) on (0, L)× (tn, tn+1),

where pn+1 is pressure computed in Step 1.

Remark 5.2.2. The trace of the pressure, used in Step 3 to load the structure, needs to

be well-defined. In general, one expects the pressure for a Dirichlet problem defined

on a Lipschitz domain to be in L2(Ω), which is not sufficient. Several works, see
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e.g., [6, 56, 83], indicate that, under certain compatibility conditions, the solution of

the related class of moving boundary problems has higher regularity, allowing the

definition of the trace of the pressure on the moving boundary. In fact, we can show

that for our problem, under certain compatibility conditions at the corners of the

domain, the pressure belongs to W 1,8/7(Ω), which is more than sufficient for the trace

to be well-defined on Γ(tn) [67].

5.2.1 The time-dependent Stokes problem

Consider Problem 5.2.1. In this subproblem the time derivative of η is zero in

(tn, tn+1), implying η(t) = η(tn),∀t ∈ (tn, tn+1). Therefore we can map the problem

back into Ω(tn). Thus, in Step 1 we are solving

ρf
∂u

∂t
= ∇ · σ, ∇ · u = 0 in Ω(tn)× (tn, tn+1), (5.16)

with the following boundary conditions:

• On Γ(tn) :

ρsh
∂(uz|Γ(tn))

∂t
−D2

∂(ur|Γ(tn))
∂z

−D3

∂2(uz|Γ(tn))
∂z2

+β

√
(1 +

∂ηnz
∂z

)2 + (
∂ηnr
∂z

)2(p̂nnn|Γ(tn)) · ez

= −
√

(1 +
∂ηnz
∂z

)2 + (
∂ηnr
∂z

)2(σ̂nn|Γ(tn)) · ez on (0, L)× (tn, tn+1), (5.17)

56



5.2. DETAILS OF THE OPERATOR-SPLITTING SCHEME

ρsh
∂(ur|Γ(tn))

∂t
+D0ur|Γ(tn) −D1

∂2(ur|Γ(tn))
∂z2

+D2

∂(uz|Γ(tn))
∂z

+β

√
(1 +

∂ηnz
∂z

)2 + (
∂ηnr
∂z

)2(p̂nnn|Γ(tn)) · er

= −
√

(1 +
∂ηnz
∂z

)2 + (
∂ηnr
∂z

)2(σ̂nn|Γ(tn)) · er on (0, L)× (tn, tn+1). (5.18)

Note that σ here is the fluid stress at the current time.

• On Γb:

∂uz

∂r
(z, 0, t) = 0, ur(z, 0, t) = 0. (5.19)

• On Γin:

u(0, R, t) = 0, σn|Γin
= −pin(t)n. (5.20)

• On Γout:

u(L,R, t) = 0, σn|Γout = −pout(t)n. (5.21)

Initially,

u(tn) = un, η(tn) = ηn. (5.22)

5.2.1.1 Variational formulation

Recall the spaces of test functions defined in (4.6) and (4.7)

V (t) = {v : Ω(t) → R2| v = v̂ ◦ (At)
−1, v̂ ∈ (H1(Ω̂))2, vr|r=0 = 0,

v|Γ(t) ∈ H1
0 (Γ(t))},

Q(t) = {q : Ω(t) → R| q = q̂ ◦ (At)
−1, q̂ ∈ L2(Ω̂)}, for all t ∈ [0, T ).
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Then the variational formulation of problem (5.16)-(5.22) reads as follows: For t ∈

(0, T ) find u ∈ V (tn) and p ∈ Q(tn) such that ∀v ∈ V (tn)

ϱf

∫
Ω(tn)

∂u

∂t
· vdx+ 2µ

∫
Ω(tn)

D(u) : D(v)dx+

∫ L

0

ρsh
∂(uz|Γ(tn))

∂t
vz|Γ(tn)dz

−
∫ L

0

D2

∂(ur|Γ(tn))
∂z

vz|Γ(tn)dz +
∫ L

0

D3

∂(uz|Γ(tn))
∂z

∂(vz|Γ(tn))
∂z

dz

+

∫ L

0

ρsh
∂(ur|Γ(tn))

∂t
vr|Γ(tn)dz +

∫ L

0

(
D0ur|Γ(tn) +D2

∂(uz|Γ(tn))
∂z

)
vr|Γ(tn)dz

+

∫ L

0

D1

∂(ur|Γ(tn))
∂z

∂(vr|Γ(tn))
∂z

dz −
∫
Ω(tn)

p∇ · vdx =

∫ R

0

pin(t
n)vz|z=0dr

−
∫ R

0

pout(t
n)vz|z=Ldr − β

∫ L

0

√
(1 +

∂ηnz
∂z

)2 + (
∂ηnr
∂z

)2(p̂nnn
z )|Γ(tn)vz|Γ(tn)dz

−β

∫ L

0

√
(1 +

∂ηnz
∂z

)2 + (
∂ηnr
∂z

)2(p̂nnn
r )|Γ(tn)vr|Γ(tn)dz,

and ∫
Ω(tn)

q∇ · udx = 0, ∀q ∈ Q(tn). (5.23)

To discretise problem (5.16)-(5.22) in space we use an isoparametric version of the

Bercovier-Pironneau finite element spaces introduced in [13], also known as P1-iso-P2

and P1 approximation. Namely, we use a continuous piecewise linear approximation

of the pressure on a triangulation T̂h of Ω̂, and the same approximation for velocity

on a mesh T̂h/2, where T̂h/2 is twice finer than T̂h.

Precisely, denote by T̂h = T̂Rh ∪ T̂Ch, where

T̂Rh = {T | T ∈ T̂h, the three edges of T are rectilinear},

T̂Ch = {T | T ∈ T̂h, T has two vertices on Γ}.
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To form the mesh T̂h/2, every triangle T ∈ T̂Rh is divided into four sub-triangles by

joining the midpoints of its edges. Every curved triangle T ∈ T̂Ch is divided into four

sub-triangles by joining the two midpoints of the rectilinear edges, and the midpoint

of the arc, as shown in Figure 5.2.

Figure 5.2: Approximation of a curved triangle T by T̃ = ∪4
i=1Ti.

Pressure and velocity spaces on a reference domain are now approximated, re-

spectively, by

Q̂h = {q| q ∈ C0(
¯̂
Ω), q|T ∈ P1, ∀T ∈ T̂Rh,

q|T̃ ∈ P̃1(T̃ ), ∀T̃ ∈ T̂Ch}, (5.24)

V̂h = {v| v ∈ (C0(
¯̂
Ω))2, v|T ∈ (P̃2(T ))

2, ∀T ∈ T̂Rh,

v|T̃ ∈ (P̃2(T̃ ))
2,∀T̃ ∈ T̂Ch}, (5.25)

where

P̃2(T ) = {φ| φ ∈ C0(T ), φ|Ti
∈ P1, ∀i = 1, . . . , 4}, ∀T ∈ T̂h,

P̃1(T̃ ) = {φ| φ ∈ P̃2(T̃ ), φ at the midpoint is equal to the arithmetic average of φ

at corresponding endpoints}.
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With a slight abuse of notation, using the ALE mapping (3.7), we can define the

finite element spaces for a given time step tn

Qh(t
n) = Atn(Q̂h), (5.26)

Vh(t
n) = Atn(V̂h), (5.27)

where

Th = Atn(T̂h), (5.28)

and Γ(tn) is linearly interpolated and each triangle with straight edges in T̂h is trans-

formed in a triangle with straight edges in Th.

To discretise the time-derivative we use the backward Euler method. To write the

variational formulation of a fully discrete problem let Qh(t
n) and Vh(t

n) be defined

as in (5.26)-(5.27). Then, the variational formulation of a problem discretised in

time and space is given by: Find u
n+1/3
h ∈ Vh(t

n) and p
n+1/3
h ∈ Qh(t

t) such that

∀vh ∈ Vh(t
n)

ρf
△t

∫
Ω(tn)

u
n+1/3
h · vhdx+ 2µ

∫
Ω(tn)

D(u
n+1/3
h ) : D(vh)dx

+
ϱsh

△t

∫ L

0

u
n+1/3
h,z |Γ(tn)vh,z|Γ(tn)dz +

ρsh

△t

∫ L

0

u
n+1/3
h,r |Γ(tn)vh,r|Γ(tn)dz

+

∫ L

0

D3

∂(u
n+1/3
h,z |Γ(tn))
∂z

∂(vh,z|Γ(tn))
∂z

dz −
∫ L

0

D2

∂(u
n+1/3
h,r |Γ(tn))
∂z

vh,z|Γ(tn)dz

+

∫ L

0

(
D0u

n+1/3
h,r |Γ(tn) +D2

∂(u
n+1/3
h,z |Γ(tn))
∂z

)
vh,r|Γ(tn)dz

+

∫ L

0

D1

∂(u
n+1/3
h,r |Γ(tn))
∂z

∂(vh,r|Γ(tn))
∂z

dz −
∫
Ω(tn)

p
n+1/3
h ∇ · vhdx = L(vh), (5.29)
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and ∫
Ω(tn)

qh∇ · un+1/3
h dx = 0, ∀qh ∈ Qh(t

n), (5.30)

where

L(vh) =
ρf
△t

∫
Ω(tn)

un
h · vhdx+

ρsh

△t

∫ L

0
unh,r|Γ(tn)vh,r|Γ(tn)dz +

ρsh

△t

∫ L

0
unh,r|Γ(tn)vh,r|Γ(tn)dz

+

∫ R

0
pin(t

n)vh,z|z=0dr −
∫ R

0
pout(t

n)vh,z|z=Ldr

−β

∫ L

0

√
(1 +

∂ηnh,z
∂z

)2 + (
∂ηnh,r
∂z

)2(p̂nhn
n
z )|Γ(tn)vh,z|Γ(tn)dz

−β

∫ L

0

√
(1 +

∂ηnh,z
∂z

)2 + (
∂ηnh,r
∂z

)2(p̂nhn
n
r )|Γ(tn)vh,r|Γ(tn)dz. (5.31)

5.2.1.2 An iterative procedure for solving the generalized Stokes problem

To describe a basic idea of an iterative method for solving the Stokes problem, we

start by considering the generalized Stokes problem:
αu− µ△u+∇p = f in Ω(tn),

∇ · u = 0 in Ω(tn),

u = g0 on Γ0, µ∂u
∂n

− np = g1 on Γ1,

(5.32)

where Γ0 ∩ Γ1 = ∅, Γ0 ∪ Γ1 = ∂Ω(tn). Note that this corresponds to the discretized

problem (5.16) for a fixed time t = tn and generalized boundary conditions. To write

the weak formulation of problem (5.32), introduce the following function spaces:

V0 = {v|v ∈ (H1(Ω(tn)))2, v = 0 on Γ0}, (5.33)

Vg0 = {v|v ∈ (H1(Ω(tn)))2, v = g0 on Γ0}. (5.34)
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Now the weak form of problem (5.32) is given by:

find u ∈ Vg0, p ∈ L2(Ω(tn)) such that
∫
Ω(tn)

(αu · v + µ∇u : ∇v)dx−
∫
Ω(tn)

p∇ · vdx

=
∫
Ω(tn)

f · vdx+
∫
Γ1
g1 · vdΓ ∀v ∈ V0,

∇ · u = 0 in Ω(tn).

(5.35)

Next, we introduce a linear operator from L2(Ω(tn)) into L2(Ω(tn)), called Stokes

operator, defined by

Aq = ∇ · uq ∀q ∈ L2(Ω(tn)), (5.36)

where uq ∈ V0 is a unique solution of the following linear variational problem∫
Ω(tn)

(αuq · v + µ∇u : ∇v)dx =

∫
Ω(tn)

q∇ · vdx ∀v ∈ V0. (5.37)

In the following Lemma, we summarize a result from [44], Section 4.19.4:

Lemma 5.2.1. Assume that problem (5.35) has s solution {u, p} in Vg0 × P . Then

the pressure p also verifies

Ap = −∇ · u0, (5.38)

where u0 ∈ Vg0 is the solution of the following problem, ∀v ∈ V0:∫
Ω(tn)

(αu0 · v + µ∇u0 : ∇v)dx =

∫
Ω(tn)

f · vdx+

∫
Γ1

g1 · vdΓ. (5.39)

To write an iterative method for the generalized Stokes problem, let us observe

that the incompressibility condition ∇ · u = 0 is equivalent to

p = p− ρ∇ · u, (5.40)
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if ρ ̸= 0. Using the latter identity, an iterative method for the generalized Stokes

problem proposed in [44], Section 4.20., reads as follows:

Let p0 ∈ L2(Ω(tn)) be given. Then, for n ≥ 0, pk ∈ L2(Ω(tn)) known, we obtain uk

and pk+1 via 
∫
Ω(tn)

(αuk · v + µ∇uk : ∇v)dx−
∫
Ω(tn)

pk∇ · vdx

=
∫
Ω(tn)

f · vdx+
∫
Γ1
g1 · vdΓ ∀v ∈ V0,

(5.41)

pk+1 = pk − ρ∇ · uk. (5.42)

It was shown in [44], Section 4.20.1., that if 0 < ρ < µ, the iterative scheme above

converges to the unique solution {u, p} of the generalized Stokes problem (5.35) in

Vg0 × L2(Ω(tn)).

Using the iterative scheme (5.41)-(5.42) and Lemma 5.2.1, we give a naive de-

scription of the conjugate gradient method applied to the sequence {pk}k≥0:

Take an initial guess p0 ∈ L2(Ω(tn)) and then find g0 ∈ L2(Ω(tn)) such that∫
Ω(tn)

g0qdx =

∫
Ω(tn)

(Ap0 +∇ · u0)qdx, ∀q ∈ L2(Ω(tn)),

where u0 is the solution of (5.39). Set w0 = g0.

For k ≥ 0, assuming that pk, rk, gk and wk are known, compute pk+1, rk+1, gk+1 and

wk+1 as follows:

1. ρk =

∫
Ω(tn)

|gk|2dx∫
Ω(tn)

(Awk)wkdx
,

2. pk+1 = pk − ρkwk,

3. find gk+1 ∈ L2(Ω(tn)) such that∫
Ω(tn)

gk+1qdx =

∫
Ω(tn)

gkqdx− ρk
∫
Ω(tn)

Awkqdx, ∀q ∈ L2(Ω(tn)). (5.43)
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If

∫
Ω(tn)

|gk+1|2dx∫
Ω(tn)

|gk|2dx
≤ ϵ take p = pk+1. Else compute

4. γk =

∫
Ω(tn)

|gk+1|2dx∫
Ω(tn)

|gk|2dx
,

5. wk+1 = gk+1 + γkw
k.

Set k + 1 → k and go back to Step 1.

Since we do not know operator A explicitly, but only how A operates on particular

vectors, we can rewrite the latter algorithm in the following way:

Take an initial guess p0 ∈ L2(Ω(tn)) and then find u0 ∈ Vg0 such that

αu0 − µ△u0 = f −∇p0 in Ω(tn)

u0 = g0 on Γ0.

Set g0 = ∇ · u0 and w0 = g0.

For k ≥ 0, assuming that pk, rk, gk and wk are known, compute pk+1, rk+1, gk+1 and

wk+1 as follows:

1. find uk ∈ Vg0 such that

αuk − µ△uk = f −∇pk in Ω(tn)

uk = 0 on Γ0,

2. ḡk = ∇ · uk,

3. ρk =

∫
Ω(tn)

|gk|2dx∫
Ω(tn)

ḡkwkdx
,

4. pk+1 = pk − ρkwk,
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5. gk+1 = gk − ρkḡk.

If

∫
Ω(tn)

|gk+1|2dx∫
Ω(tn)

|gk|2dx
≤ ϵ take p = pk+1. Else compute

6. γk =

∫
Ω(tn)

|gk+1|2dx∫
Ω(tn)

|gk|2dx
,

7. wk+1 = gk+1 + γkw
k.

Set k + 1 → k and go back to Step 1.

With this we finish a description of the conjugate gradient method for a general-

ized Stokes problem. Since it is known that the rate of convergence of the conjugate

gradient method that uses the classical scalar product in L2(Ω(tn)) is slow if α >> µ,

which is the case in blood flow, in the next section we present the preconditioned

conjugate gradient method for the Stokes problem (5.16)-(5.22).

5.2.1.3 The preconditioned conjugate gradient method for the Stokes

problem

To solve the problem (5.16)-(5.22) numerically, we use a preconditioned conjugate

gradient method proposed in [45]. The fully discrete variational formulation of the

problem is given by (5.29)- (5.31). To avoid cumbersome notation we will drop the

h subscript for the discretized variables.

Denote by α = ϱf/△t and β = ϱsh/△t + D0 and consider the following scalar

product in L2(Ω(tn))

{p, q} →
∫
Ω(tn)

(B−1p)qdx,
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where Bq = αφq + µq, and φq is a solution of the following problem

−△φq = q in Ω(tn),

φq = 0 onΓin ∪ Γout,

∂φq

∂n
= 0 on Γb,

φq +
β
α

∂φq

∂n
= 0 on Γ(tn).

(5.44)

Then, the preconditioned conjugate gradient algorithm for the problem (5.29)- (5.31)

read as follows:

Take an initial guess p0 ∈ Qh(t
n) and then find u0 ∈ Vh(t

n) such that

ϱf
△t

∫
Ω(tn)

u0 · vdx+ 2µ

∫
Ω(tn)

D(u0) : D(v)dx+
ϱsh

△t

∫ L

0

u0
z|Γ(tn)vz|Γ(tn)dz

−
∫ L

0

D2

∂(u0
r|Γ(tn))
∂z

vz|Γ(tn)dz +
∫ L

0

D3

∂(u0
z|Γ(tn))
∂z

∂(vz|Γ(tn))
∂z

dz

+
ϱsh

△t

∫ L

0

u0
r|Γ(tn)vr|Γ(tn)dz +

∫ L

0

(
D0u

0
r|Γ(tn) +D2

∂(u0
z|Γ(tn))
∂z

)
vr|Γ(tn)dz

+

∫ L

0

D1

∂(u0
r|Γ(tn))
∂z

∂(vr|Γ(tn))
∂z

dz =

∫
Ω(tn)

p0∇ · vdx+ L(v), ∀v ∈ Vh(t
n), (5.45)

and set r0 = ∇ · u0.

Then, solve 

−△φ0 = r0 in Ω(tn),

φ0 = 0 onΓin ∪ Γout,

∂φ0

∂n
= 0 on Γb,

φ0 + β
α
∂φ0

∂n
= 0 on Γ(tn),

(5.46)

and set

g0 = µr0 + αφ0 (5.47)

w0 = g0. (5.48)
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For k ≥ 0, assuming that pk, rk, gk and wk are known, compute pk+1, rk+1, gk+1 and

wk+1 as follows:

Find ūk ∈ Vh(t
n) such that

ϱf
△t

∫
Ω(tn)

ūk · vdx+ 2µ

∫
Ω(tn)

D(ūk) : D(v)dx+
ϱsh

△t

∫ L

0

ūk
z |Γ(tn)vz|Γ(tn)dz

−
∫ L

0

D2

∂(ūk
r |Γ(tn))
∂z

vz|Γ(tn)dz +
∫ L

0

D3

∂(ūk
z |Γ(tn))
∂z

∂(vz|Γ(tn))
∂z

dz

+
ϱsh

△t

∫ L

0

ūk
r |Γ(tn)vr|Γ(tn)dz +

∫ L

0

(
D0ū

k
r |Γ(tn) +D2

∂(ūk
z |Γ(tn))
∂z

)
vr|Γ(tn)dz

+

∫ L

0

D1

∂(ūk
r |Γ(tn))
∂z

∂(vr|Γ(tn))
∂z

dz =

∫
Ω(tn)

wk∇ · vdx, ∀v ∈ Vh(t
n), (5.49)

and set r̄k = ∇ · ūk. Compute

ϱk =

∫
Ω(tn)

rkgkdx/

∫
Ω(tn)

r̄kwkdx, (5.50)

and set

pk+1 = pk − ϱkw
k (5.51)

rk+1 = rk − ϱkr̄
k. (5.52)

Then, solve 

−△φ̄k = r̄k in Ω(tn),

φ̄k = 0 onΓin ∪ Γout,

∂φ̄k

∂n
= 0 on Γb,

φ̄k + β
α
∂φ̄k

∂n
= 0 on Γ(tn),

(5.53)

and set gk+1 = gk − ϱk(µr̄
k + αφ̄k).

If ∫
Ω(tn)

rk+1gk+1dx/

∫
Ω(tn)

r0g0 ≤ ϵ (5.54)
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take p = pk+1; else, compute

γk =

∫
Ω(tn)

rk+1gk+1dx/

∫
Ω(tn)

rkgkdx, (5.55)

and set

wk+1 = gk+1 + γkw
k. (5.56)

Do k = k + 1 and return to (5.49).

This algorithm is a pressure-driven method, where the vectors gk and wk are pres-

sure corrections which enforce the incompressibility condition. A great attention was

given in the choice of a proper preconditioner in the pressure space. More precisely,

the choice of a new scalar product associated with the boundary conditions reduces

substantially the number of iterations when compared with a conjugate gradient

algorithm equipped with the canonical scalar product in L2.

Remark 5.2.3. The algorithm above requires the solution of the elliptic problem (5.53)

at each iteration of the conjugate gradient calculation. This elliptic problem is defined

on the domain Ω(tn) which changes at each time step and therefore the stiffness

matrix of the elliptic problem should be recalculated at each time step. In order to

avoid this, even if the geometry of the domain has changed, we assemble the stiffness

matrix on the initial domain and we “freeze” it, using the same matrix at every time

step. By doing this, we need to assemble the stiffness matrix only once and this still

gives excellent numerical results.
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5.2.2 The fluid and ALE advection

Problem 5.2.2 consists of two non-dissipative transport problems, the transport of

uz and the transport of ur. In this sub-problem the time derivative of η is zero,

which again allows us to map the reference domain onto the current domain. In

an attempt to preserve non-dissipative nature of the problem, it is natural to use

solvers with low numerical dissipation. We have implemented two such solvers: a

positivity-preserving ALE finite element method [15] (Solver 1), and a wave-like

equation method [44] (Solver 2). We can use Solver 1 or Solver 2, depending on

the particular application in mind. For example, a positivity preserving ALE finite

element method is particularly suitable for problems for which it is important to

preserve positivity of the unknown variable, such as, for example, a concentration of

a given quantity. We start by a description of Solver 1 first, and present the wave-like

method (Solver 2) next.

5.2.2.1 A positivity-preserving ALE finite element scheme

In this section we present the numerical algorithm proposed in [15], which is capable

of successfully keeping positivity of concentration, preserving conservation of mass at

the discrete level, correctly resolving the no-flux condition at the moving boundary,

and resolving the sharp and thin concentration fronts in the advection-dominated

case.

Denote by c the advected quantity and consider the following advection problem

∂c

∂t
+∇ · (uc) = 0 in Ω(t), t ∈ (0, T ), (5.57)
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in the time-dependent domain (see Figure 3.1)

Ω(t) = {(z, r) ∈ R2 : 0 < z < L, 0 < r < g(z; t)},

where

g(·; t) : (0, L) → R, g(·; t) : z 7→ g(z; t), ∀t ∈ (0, T )

is a Lipschitz continuous function describing the motion of the upper wall. We

assume the following:

• ∇ · u = 0 in Ω(t),

• u · n|Γ(t) =
∂η

∂t
.

Using an ALE formulation, we can write (5.57) in conservative form as

1

JA

∂(JAc)

∂t

∣∣∣∣
x̂

+∇ · ((u−w)c) = 0 in Ω(t), t ∈ (0, T ), (5.58)

where JA is the Jacobian of the ALE mapping At defined in (3.15), and w is the

domain velocity. We assume

u · n = w · n on Γb ∪ Γ(t), t ∈ (0, T ), (5.59)

where Γb denotes the bottom boundary.

Denote by

Γ− = {x ∈ R2|x ∈ ∂Γin, (u−w) · n < 0}, (5.60)

Γ+ = {x ∈ R2|x ∈ ∂Γout, (u−w) · n > 0} (5.61)
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the inflow and outflow portions of the boundary ∂Ω(t), respectively. At the inflow

boundary we prescribe the total flux

(uc) · n = (ucin) · n on Γ− × (0, T ), (5.62)

where cin is the concentration at the inflow boundary. The initial condition is given

by

c|t=0 = c0 in Ω̂. (5.63)

We assume that the velocity field u, the domain displacement η, and the domain

velocity w, are given. Namely, they are determined in the previous steps by a

numerical solution of a fluid-structure interaction problem.

Let ϕ be an admissible weight function. The weak formulation of (5.58) is given

by [42]

d

dt

∫
Ω(t)

cϕdx−
∫
Ω(t)

∇ϕ · ((u−w)c)dx+

∫
Γ−(t)

ϕ(ucin) · nds

+

∫
Γ+(t)

ϕ(uc) · nds = 0, ∀ϕ. (5.64)

Let Th be a triangulation of Ω, and let {ϕi} be a set of P1 basis functions associated

with the vertices {xj} of Th. Using a finite element approach, the solution of (5.64)

is approximated by

ch(x, t) =
∑
j

cj(t)φj(x),

and

(uc)h(x, t) =
∑
j

ujcj(t)φj(x).

Substituting c by ch and uc by (uc)h, and taking ϕ = φi, i = 1, . . . , n, we obtain

n∑
j=1

d

dt

∫
Ω(t)

cj(t)φjφidx−
n∑

j=1

(uj −wj)cj(t) ·
∫
Ω(t)

∇φiφjdx+

∫
Γ−(t)

(ucin · n)φids
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+
n∑

j=1

ujcj(t) ·
∫
Γ+(t)

φjφinds = 0, ∀ i = 1, . . . , n.

Remark 5.2.4. The triangulation Th used here is the one used to approximate velocity

in the Stokes sub-problem.

Let MC(t) = {mij(t)}, K(t) = {kij(t)} and q(t) = {qi(t)} be defined as follows:

mij(t) =

∫
Ω(t)

φjφidx, qi = −
∫
Γ−(t)

(ucin · n)φids,

kij(t) = −uj ·
∫
Γ+(t)

φjφinds+ (vj −wj)

∫
Ω(t)

∇φi · φjdx.

Let c(t) = {cj} be the vector of nodal values. Then, we can write our problem as

the following semi-discrete system

d

dt
[MC(t)c(t)] = K(t)c(t) + q(t), t ∈ (tn, tn+1). (5.65)

In certain flow regimes, the Galerkin discretization of the advection equation is known

to become unstable and produce oscillations in the proximity to steep fronts. This

may cause the concentration c to assume non-physical negative values. To rectify

this, we use the algebraic flux correction [57, 58] to constrain the coefficients of the

Galerkin scheme. We begin the modification by a conservative elimination of matrix

entries that do not satisfy the positivity constraint. First, the mass matrix MC is

replaced by

ML = diag{mi}, mi =
∑
j

mij. (5.66)

Next, we add an artificial diffusion operator D to construct a non-oscillatory low-

order counterpart of the discrete advection operator K:

L = K +D, (5.67)
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where D is defined as follows [57, 58]

dij = max{−kij, 0,−kji} = dji, j ̸= i, (5.68)

and

dii = −
∑
j ̸=i

dij, i = 1, . . . , n. (5.69)

Substituting MC by ML and K by L, one obtains the low-order approximation

d

dt
[ML(t)c(t)] = L(t)c(t) + q(t), t ∈ (tn, tn+1). (5.70)

Integrating (5.70) in time one obtains

ML(t
n+1)c(tn+1) = ML(t

n)c(tn) +

∫ tn+1

tn
L(t)c(t)dt+

∫ tn+1

tn
q(t)dt. (5.71)

The fully discrete problem now reads

AcL = Bcn +△tqn+1/2, (5.72)

where the integrals in (5.71) are approximated by the midpoint rule and

A = Mn+1
L − △t

2
Ln+1/2, (5.73)

B = Mn
L +

△t

2
Ln+1/2. (5.74)

Matrix A is the so-called M-matrix whose inverse A−1 has no negative entries [58].

Entries of B are also non-negative if the time step ∆t is sufficiently small. The

source term q is non-negative since u · n < 0 at Γ−. This proves that the scheme is

positivity-preserving.

To preform the anti-diffusive correction of cL note that the difference between

the residuals of systems (5.65) and (5.70) is the vector

f = (ML −MC)
dc

dt
−Dc. (5.75)

73



5.2. DETAILS OF THE OPERATOR-SPLITTING SCHEME

As proposed by Kuzmin [57], the raw antidiffusive fluxes fij can be evaluated using

the predictor cL. Denote by ċLi a numerical approximation of
dcLi
dt

and let

fij = mij(ċ
L
i − ċLj ) + dij(c

L
i − cLj ), fji = −fij. (5.76)

If the flux fij has the same sign as (cLi − cLj ), we set fij := 0 because then fij is

diffusive in nature and tends to flatten the solution profile instead of steepening it.

We apply the sum of limited antidiffusive fluxes multiplied by a solution-dependent

correction factor αij to the low-order solution cL:

Mn+1
L cn+1 = Mn+1

L cL +△tf̄ , f̄i =
∑
j ̸=i

αijfij. (5.77)

The correction factors αij ∈ [0, 1] are chosen so that the nodal values of the final

solution cn+1 are bounded by the local maxima and minima of cL. Namely, the

correction factors αij are obtained using the Zalesak’s limiter [91] as follows:

1. Compute the sums of positive/negative antidiffusive fluxes into node i

P+
i =

∑
j ̸=i

max{0, fij}, P−
i =

∑
j ̸=i

min{0, fij}. (5.78)

2. Compute the distance to a local extremum of the auxiliary solution cL

Q+
i = max{0,max

j ̸=i
(cLj − cLi )}, Q−

i = min{0,min
j ̸=i

(cLj − cLi )}. (5.79)

3. Compute the nodal correction factors for the net increment to node i

R+
i = min{1, miQ

+
i

△tP+
i

}, R−
i = min{1, miQ

−
i

△tP−
i

}. (5.80)
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4. Define αij so as to satisfy the positivity constraint for nodes i and j

αij =

 min{R+
i , R

−
j } , if fij > 0,

min{R−
i , R

+
j } , otherwise.

(5.81)

This completes a description of the positivity preserving ALE scheme.

5.2.2.2 A wave-like equation method

Consider the following transport problem for c:

∂c

∂t
+ un+1/3 · ∇c = 0 in Ω(tn)× (tn, tn+1), (5.82)

c(tn) = cn+1/3, (5.83)

c = cin on Γ
n+1/3
− × (tn, tn+1), (5.84)

where un+1/3 is given, and such that un+1/3 is independent of time on (tn, tn+1).

Assume also that

∇ · un+1/3 = 0 in Ω(tn)× (tn, tn+1), (5.85)

∂cin
∂t

= 0 on Γ
n+1/3
− × (tn, tn+1), (5.86)

where

Γ
n+1/3
− = {x ∈ R2|x ∈ ∂Ω(tn),un+1/3 · n < 0}. (5.87)

Initial condition cn+1/3 is equal to u
n+1/3
z for the transport of uz, and u

n+1/3
r for the

transport of ur. Analogous holds for cin.

Taking the time derivative of equation (5.82) and using condition
∂un+1/3

∂t
= 0,

one obtains

∂2c

∂t2
+ un+1/3 · ∇∂c

∂t
= 0 in Ω(tn)× (tn, tn+1). (5.88)
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Combining the transport equation (5.82) with (5.88) we obtain the following wave-

like equation problem

∂2c

∂t2
− un+1/3 · ∇(un+1/3 · ∇c) = 0 in Ω(tn)× (tn, tn+1), (5.89)

c(tn) = cn+1/3,
∂c

∂t
(tn) = −un+1/3 · ∇cn+1/3, (5.90)

c = cin on Γ
n+1/3
− × (tn, tn+1), (5.91)

un+1/3 · n(∂c
∂t

+ un+1/3 · ∇c) = 0 on (∂Ω(tn)\Γn+1/3
− )× (tn, tn+1). (5.92)

To write the weak formulation of the problem (5.89)-(5.92) let Γ
n+1/3
+ = {x ∈

R2|x ∈ ∂Ω(tn),un+1/3 · n > 0} and define the space of test function by

Φ0 = {ϕ | ϕ ∈ H1(Ω(tn)), ϕ = 0 on Γ
n+1/3
− }. (5.93)

After multiplying (5.89) by a test function ϕ ∈ Φ0, and after using the divergence

theorem and assuming c is smooth enough, any solution c of (5.89)-(5.92) satisfies∫
Ω(tn)

∂2c

∂t2
ϕdx+

∫
Ω(tn)

(un+1/3 · ∇c)(un+1/3 · ∇ϕ)dx

+

∫
Γ
n+1/3
+

un+1/3 · n∂c

∂t
ϕds = 0, ∀ϕ ∈ Φ0, a.e. on (tn, tn+1),

c(tn) = cn+1/3,
∂c

∂t
(tn) = −un+1/3 · ∇cn+1/3,

c = cin on Γ
n+1/3
− × (tn, tn+1).

It was shown in [44], Chapter 6, Section 31.5.2., that any smooth solution of the

transport problem (5.82)-(5.84) is also a solution of the wave-like equation prob-

lem (5.89)-(5.92).

To solve this problem numerically, define Th to be a finite element triangulation

76



5.2. DETAILS OF THE OPERATOR-SPLITTING SCHEME

of Ω(tn) defined as in (5.28), and let

Φh = {ϕh | ϕh ∈ C0(Ω̄(tn)), ϕh|T ∈ P1,∀T ∈ Th}, (5.94)

Φ0h = {ϕh | ϕh ∈ Φh, ϕh = 0 on Γ
n+1/3
− }. (5.95)

Remark 5.2.5. As in the positivity-preserving ALE finite element scheme, the tri-

angulation Th used here is the one used to approximate velocity in the Stokes sub-

problem.

We assume that the set of vertices of Th contains the points at the interface of

Γ
n+1/3
− and ∂Ω(tn)\Γn+1/3

− and of Γ
n+1/3
+ and ∂Ω(tn)\Γn+1/3

+ , and that

lim
h→0

Φh = H1(Ω(tn)), lim
h→0

Φ0h = Φ0. (5.96)

With this notation, the finite element approximation of problem (5.89)-(5.92) reads

as follows:

ch(t
n) = c

n+1/3
h ∈ Φh, c

n+1/3
h ≃ cn+1/3, (5.97)

∂ch
∂t

(tn) = c1h ∈ V0h, (5.98)∫
Ω(tn)

c1hϕhdx = −
∫
Ω(tn)

un+1/3 · ∇c
n+1/3
h ϕhdx, ∀ϕh ∈ Φ0h, (5.99)

ch(t) ∈ Φh, ch(t) = cin,h on Γ
n+1/3
− ,∀t ∈ [tn, tn+1], (5.100)∫

Ω(tn)

∂2ch
∂t2

ϕhdx+

∫
Ω(tn)

(un+1/3 · ∇ch)(u
n+1/3 · ∇ϕh)dx (5.101)

+

∫
Γ
n+1/3
+

un+1/3 · n∂ch
∂t

ϕhdS = 0, ∀ϕh ∈ V0h, a.e. on (tn, tn+1).(5.102)

Denote by Σh the set of vertices of Th

Σh = {P | P ∈ Ω̄, P is a vertex of Th}, (5.103)

77



5.2. DETAILS OF THE OPERATOR-SPLITTING SCHEME

and by Σ0h ⊂ Σh the set of vertices of Th that are not on Γ̄
n+1/3
−

Σ0h = {P | P ∈ Σh, P /∈ Γ̄
n+1/3
− }. (5.104)

We order the elements in Σh in the following way

Σh = Σ0h ∪ {Pj}Nh
j=N0h+1, (5.105)

where Nh := dim(Φh) = Card(Σh) and N0h := dim(Φ0h) = Card(Σ0h). Let {ϕj}Nh
j=1

be a set of P1 basis functions associated with vertices Pj ∈ Σh of Th such that

φj ∈ Φh, ∀j = 1, . . . , Nh, and

φj(Pi) = δij, ∀i, j = 1, . . . , Nh. (5.106)

Then we can approximate ch by

ch(t) =

N0h∑
j=1

cj(t)φj +

Nh∑
j=N0h+1

cin,h(Pj)φj. (5.107)

Substituting (5.107) into (5.97)-(5.102), and by replacing ϕh by φi, i = 1, . . . , N0h

we obtain

N0h∑
j=1

c′′j (t)

∫
Ω(tn)

φjφidx+

N0h∑
j=1

cj(t)

∫
Ω(tn)

(u · ∇φi)(u · ∇φj)dx

+

N0h∑
j=1

c′j(t)

∫
Γ
n+1/3
+ (t)

(u · n)φiφjdS

= −
Nh∑

j=N0h+1

cin,h(Pj)

∫
Ω(tn)

(u · ∇φi)(u · ∇φj)dx, ∀ i = 1, . . . , N0h.(5.108)

Define the N0h ×N0h matrices M,A and C by

M = (mij)1≤i,j≤N0h
, mij =

∫
Ω(tn)

φiφjdx,

A = (aij)1≤i,j≤N0h
, aij =

∫
Ω(tn)

(u · ∇φi)(u · ∇φj)dx,

C = (cij)1≤i,j≤N0h
, cij =

∫
Γ+(tn)

(u · n)φiφjdS,

(5.109)
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and the forcing term vector F = {fi}N0h
i=1 by

fi = −ΣNh
j=N0h+1cin(Pj)

∫
Σtn

(u · ∇φi)(u · ∇φj)dx. (5.110)

Then equation (5.108) can be written as MẌ + AX + CẊ = F on (tn, tn+1),

X(0) = X0, Ẋ(0) = X1,
(5.111)

where X(t) = {ci(t)}N0h
i=1 , X0 = {cn+1/3

h (Pi)}N0h
i=1 and Ẋ(t) = {c1h(Pi)}N0h

i=1 .

Matrices A and C are symmetric and positive semi-definite, while M is symmet-

ric positive definite. We discretise equation (5.111) in time following the approach

in [44]:

M
Xn+1 − 2Xn +Xn−1

τ 2a
+ A(αXn+1 + (1− 2α)Xn + αXn−1) (5.112)

+C
Xn+1 −Xn−1

2τa
= F n for n = 0, 1, . . . N − 1, (5.113)

X0 = X0, X1 −X−1 = 2τaX1, (5.114)

where 0 ≤ α ≤ 1/2 and τa = △t/N is a time substep in (tn, tn+1). It was shown

in [44] that this scheme is unconditionally stable for of α = 1/4.
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5.2.3 Elastodynamics of the deformable boundary

Problem 5.2.3 describes the elastodynamics of the thin, linearly elastic Koiter shell

with the load that comes from a part of the fluid pressure. As mentioned in Re-

mark 5.2.1, we can rewrite Problem 5.2.3 in the following way
ρsh

∂2ηz
∂t2

− (C2 − βp̂n+1)∂ηr
∂z

− C3
∂2ηz
∂z2

= 0 on (0, L)× (tn, tn+1),

ρsh
∂2ηr
∂t2

+ C0ηr − C1
∂2ηr
∂z2

+ (C2 − βp̂n+1)∂ηz
∂z

+ h2

12
C3

∂4ηr
∂z4

= βp̂n+1 on (0, L)× (tn, tn+1),

(5.115)

with boundary conditions

η|z=0 = 0, η|z=L = 0, (5.116)

and initial conditions

η(tn) = ηn+2/3, (5.117)

∂η

∂t
(tn) = un+2/3|Γ, (5.118)

where un+2/3, pn+1 and ηn+2/3 are computed in the previous steps.

5.2.3.1 Space discretization

We discretise the problem in space using a second-order finite difference scheme. Let

{zi}i=1,...,M , zi = (i− 1)
L

M − 1
(5.119)

be the set of points for the space discretization and denote by

X = [ηz1 , . . . , ηzM , ηr1 , . . . , ηrM ]τ
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the vector of space-discretized values of η, by

X0 = [ηn+2/3
z1

, . . . , ηn+2/3
zM

, ηn+2/3
r1

, . . . , ηn+2/3
rM

]τ

the vector of space-discretised values of ηn+2/3, and by

X1 = [(un+2/3
z |Γ)1, . . . , (un+2/3

z |Γ)M , (un+2/3
r |Γ)1, . . . , (un+2/3

r |Γ)M ]τ

the vector of space-discretised values of un+2/3.

Now we can write our problem as

ρshẌ + AX = F, (5.120)

X(0) = X0, Ẋ(0) = X1, (5.121)

where Ẋ denotes the time-derivative of X, F = [fz, fr]
τ and

A =


A1 | A2

Aτ
2 | A3

 , (5.122)

where

A1 =



2C3

△x2
−C3

△x2 . . . 0

−C3

△x2

. . . . . .
...

...
. . . . . . −C3

△x2

0 . . . −C3

△x2
2C3

△x2


,

A2 =



0 −(C2−βp̂n+1)
2△x

. . . 0

C2−βp̂n+1

2△x

. . . . . .
...

...
. . . . . . −(C2−βp̂n+1)

2△x

0 . . . C2−βp̂n+1

2△x
0


,
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and

A3 =



2C1
△x2 + C0 +

h2C3
2△x4

−C1
△x2 − h2C3

3△x4
h2C3
12△x4 0 . . . 0

−C1
△x2 − h2C3

3△x4

. . .
. . .

. . .
...

h2C3
12△x4

. . .
. . .

. . .
. . . 0

0
. . .

. . .
. . .

. . . h2C3
12△x4

...
. . .

. . .
. . . −C1

△x2 − h2C3
3△x4

0 . . . . . . h2C3
12△x4

−C1
△x2 − h2C3

3△x4
2C1
△x2 + C0 +

h2C3
2△x4


.

Note that A is a symmetric positive definite matrix.

5.2.3.2 Time discretization

Let us denote the vector X at a time tk by Xk. We discretise equation (5.120) in

time as suggested in [44]:

ρsh
τ2

(Xn+1 − 2Xn +Xn−1) + A(αXn+1 + (1− 2α)Xn + αXn−1) = F n, (5.123)

X0 = X0, X1 −X−1 = 2τX1, (5.124)

for n = 0, 1, . . . N − 1, where 0 ≤ α ≤ 1/2 and τ = △t/N is a time substep in

(tn, tn+1). We choose α = 1/4 as it was shown in [44] that the scheme is uncondi-

tionally stable for this value of α.

Using this approach we compute X1 as

2

(
ρsh

τ 2
I +

1

4
A

)
X1 = F 0 +

(
2ρsh

τ 2
I − 1

2
A

)
X0 + 2τ

(
ρsh

τ 2
I +

1

4
A

)
X1, (5.125)

and Xn+1, for n = 1, . . . , N − 1, as(
ρsh

τ 2
I +

1

4
A

)
Xn+1 = F n +

(
2ρsh

τ 2
I − 1

2
A

)
Xn −

(
ρsh

τ 2
I +

1

4
A

)
Xn−1. (5.126)
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5.3 Stability of the kinematically coupled β-scheme

In this section we discuss stability of the kinematically coupled scheme β-scheme in

the case when the structure dynamics is governed by the Koiter shell. We perform

the stability analysis on a simplified problem, similar to the one considered in [22].

This simplified problem retains the main difficulties associated with the “added mass

effect” which is responsible for the loss of stability in “classical” loosely coupled

schemes applied to blood flow.

5.3.1 The simplified problem

The simplified problem consists of solving the time-dependent Stokes equations for

an incompressible inviscid fluid in a 2D channel with deformable walls, and with the

elastodynamics equations given by the linearly elastic Koiter shell model capturing

only radial displacement. Moreover, we assume the displacement of the deformable

wall is small enough so that it can be neglected in the fluid flow problem. In this

case the geometry of the fluid domain is fixed while the small deformation of the

boundary is calculated using the elastodynamics equations coupled with the fluid

flow through the kinematic and dynamic coupling conditions.

Thus, the problem is defined on the fluid domain

Ω = (0, L)× (0, R),

with the lateral boundary

Γ = {(z, r) ∈ R2 | 0 < z < L, r = R},
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the bottom boundary Γb for which r = 0, and the inlet and outlet boundaries Γin/out

corresponding to z = 0, L, respectively.

We will be assuming that the inlet and outlet pressure data, which are functions

of time, are uniformly bounded. This is a reasonable assumption for the blood flow

application, since the pressure is typically a periodic function of time, with a bounded

amplitude.

The fluid problem reads: Find the fluid velocity u = u(z, r, t) and pressure

p = p(z, r, t) such that

ρf
∂u

∂t
+∇p = 0 in Ω× (0, T ),

∇ · u = 0 in Ω× (0, T ),

u · n = 0 on Γb × (0, T ),

p = pin/out(t) on Γin/out × (0, T ),

u · n = w on Γ× (0, T ),

(5.127)

with the initial velocity and pressure equal to zero.

The structure problem is defined by solving for ηr = ηr(z, t) the (simplified)

Koiter shell equation

ρsh
∂2ηr
∂t2

+ C0ηr − C1
∂2ηr
∂z2

= f, (5.128)

with boundary conditions ηr(0) = ηr(L) = 0, and initial conditions given by the zero

initial displacement and zero initial structure velocity.

The coupling between the fluid and structure is defined by the kinematic and
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dynamic lateral boundary conditions:

f = p|Γ,

(
∂ηr
∂t

, 0) = u|Γ.
(5.129)

The coupled fluid-structure interaction problem can be written as follows:

Problem 5.3.1.

ρf
∂u

∂t
+∇p = 0 in Ω× (0, T ),

∇ · u = 0 in Ω× (0, T ),

u · n = 0 on Γb × (0, T ),

p = pin/out(t) on Γin/out × (0, T ),

u · n = ∂ηr
∂t

on Γ× (0, T ),

p = ρsh
∂2ηr
∂t2

+ C0ηr − C1
∂2ηr
∂z2

on Γ× (0, T ).

(5.130)

To perform the Lie splitting, this system can be written as a first-order system

by using the kinematic coupling condition in the structure equation to express the

structure inertia in terms of the trace of fluid velocity on Γ to obtain:

ρf
∂u

∂t
+∇p = 0 in Ω× (0, T ),

∇ · u = 0 in Ω× (0, T ),

u · n = 0 on Γb × (0, T ),

p = pin/out(t) on Γin/out × (0, T ),

u · n = ∂ηr
∂t

on Γ× (0, T ),

p = ρsh
∂(ur|Γ)

∂t
+ C0ηr − C1

∂2ηr
∂z2

on Γ× (0, T ).

(5.131)

As before, this point is crucial in order to perform the splitting which gives rise to a

stable scheme. Namely, in the fluid sub-problem, which we write next, the structure
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inertia will be taken into account implicitly in the boundary condition on Γ, which

is a crucial ingredient for the stability of the β-scheme.

Before we write the main splitting steps we also notice that the fluid stress, which

in this simplified example is only the pressure, will be split into two parts: Part I

which is given by p−βp, and Part 2 which is given by βp so that p = (p−βp)+βp=

Part 1 + Part 2.

Thus, the main steps of the Lie splitting for the simplified FSI problem (5.131) are:

Step 1. The Stokes problem is solved on a fixed fluid domain, where the fluid inertia

is coupled to Part I of the fluid stress. Here, a portion of the stress (βp) is taken

explicitly, while the rest is taken implicitly. The displacement of the structure stays

intact. The problem reads:

Given pn from the previous time step, find u, ηr and p such that for t ∈ (tn, tn+1):

ρf
∂u

∂t
+∇p = 0 in Ω,

∇ · u = 0 in Ω,

u · n = 0 on Γb,

p = pin/out(t) on Γin/out,

p− βpn = ρsh
∂(ur|Γ)

∂t
on Γ.

(5.132)

The structure displacement stays intact, namely

∂ηr
∂t

= 0 on Γ. (5.133)

The initial conditions are taken from the previous time step. Then set

un+1/2 = u(tn+1),u|n+1/2
Γ = u|Γ(tn+1), pn+1 = p(tn+1). (5.134)
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Step 2. The structure problem is solved and the kinematic coupling condition is

enforced. The problem reads:

Find u and ηr such that for t ∈ (tn, tn+1) the following holds:
ρsh

∂(ur)|Γ
∂t

+ C0ηr − C1
∂2ηr
∂z2

= βpn+1|Γ on (0, L),

∂ηr
∂t

(z, t) = ur|Γ on (0, L)

The fluid velocity in Ω remains intact, namely:

∂u

∂t
= 0 in Ω.

Take the initial data to be the solution of the problem in Step 1 evaluated at tn+1.

Then set

un+1 = u(tn+1),u|n+1
Γ = u|Γ(tn+1), ηn+1

r = ηr(t
n+1). (5.135)

In this simplified model, the problem in Step 1 can entirely be formulated in terms

of the pressure and the trace of fluid velocity on Γ. Namely, by taking the divergence

free condition in the first (momentum) equation, the problem can be written in terms

of the Laplace operator for the pressure. Similarly, we can re-write the boundary

conditions on Γ in terms of the pressure and trace of the velocity on Γ. Namely, by

differentiating the kinematic coupling condition with respect to t one obtains

∂u

∂t
· n =

∂2ηr
∂t2

.

Using the partial differential equation relating u and p, one obtains

− 1

ρf

∂p

∂n
=

∂2ηr
∂t2

.
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Combining these two equations, the kinematic coupling condition can be replaced by

∂p

∂n
= −ρf

∂(ur|Γ)
∂t

on Γ. (5.136)

Similarly, the dynamic coupling condition can be re-written as

∂p

∂n
= − ρf

ρsh
(p− βp). (5.137)

With this, the problem in Step 1 can be stated as:

Step 1’. Find p and ur|Γ such that for t ∈ (tn, tn+1):

−△p = 0, in Ω,

p = pin/out(t) on Γin/out,

∂p

∂n
= 0 on Γb,

p+
ρsh

ρf

∂p

∂n
= βpn on Γ,

−−−−− −− −−−−− −−−
∂(ur|Γ)

∂t
= − 1

ρf

∂(p|Γ)
∂n

on Γ,

The first four equations in Step 1’, supplemented by the initial data for the pressure,

determine a time-dependent Robin problem for the pressure. The time-dependence

enters through the inlet and outlet pressure data, which are functions of time. No-

tice that this problem already incorporates a portion of the coupling of the un-

derlying moving boundary problem. This problem has a unique solution in the

space C(0,∞;H1(Ω)) provided that the data pin/out ∈ C(0,∞;H1/2(Γin/out)), and

pn ∈ C(0,∞;H1/2(Γ)).
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One can also show (see e.g., [22]) that the problem for the structure, defined

in Step 2, has a unique solution η ∈ C([0,∞);H1
0 (0, L)) provided that the ini-

tial data are such that η|t=0 ∈ H1
0 (0, L), and ∂η/∂t|t=0 ∈ H1

0 (0, L), with pn+1|Γ ∈

C(0,∞;H1/2(Γ)).

To simplify notation, as in [22], we introduce a linear, symmetric, positive definite

operator L defined by the elasticity tensor associated with the structure problem.

Namely, for η, ξ ∈ H1
0 (0, L), we define

< Lη, ξ >:= aS(η, ξ), (5.138)

where aS(η, ξ) is the inner product on H1(0, L) defined by

aS(η, ξ) :=

∫ L

0

C0ηξdx+

∫ L

0

C1
∂η

∂x

∂ξ

∂x
dx, ∀η, ξ ∈ H1(0, L).

With this notation, the structure equation in Step 2 can be written as

ρsh
∂2ηr
∂t2

+ Lηr = βpn+1|Γ.

Operator L can be extended to the full structure operator defining the Koiter shell

model, described in Section 2.

We now summarize the main steps of the splitting sheme. With a slight abuse

of notation, we emphasize the discretized form of the Lie splitting, defining our

kinematically coupled β-scheme:
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Step 1. Given un
r |Γ, pn, ηn, find pn+1/2, u

n+1/2
r |Γ, ηn+1/2, such that for t ∈ (tn, tn+1):

−△pn+1/2 = 0, in Ω,

pn+1/2 = pin/out(t) on Γin/out,

∂pn+1/2

∂n
= 0 on Γb,

pn+1/2 +
ρsh

ρf

∂pn+1/2

∂n
= βpn on Γ,

−−−−− −− −−−−− −−−
∂(u

n+1/2
r |Γ)
∂t

= − 1

ρf

∂(pn+1/2|Γ)
∂n

on Γ,

ηn+1/2 = ηn on Γ.

with the initial data given by un
r |Γ, pn, ηn.

Step 2. Given pn+1/2, u
n+1/2
r |Γ, ηn+1/2 find pn+1, un+1

r |Γ, ηn+1, such that for t ∈

(tn, tn+1): 
ρsh

∂2ηn+1

∂t2
+ Lηn+1 = βpn+1/2|Γ on Γ

un+1
r |Γ = ∂ηn+1

∂t
on Γ

pn+1 = pn+1/2 on Ω.

with the initial data given by pn+1/2, u
n+1/2
r |Γ, ηn+1/2 at tn+1.

We study stability of the kinematically coupled β-scheme next.

5.3.2 Stability

To study stability we introduce an operator P : H−1/2(Γ) → Q, where

Q = {q ∈ H1(Ω) | q|Γin/out
= 0}, (5.139)
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such that 

−△Pw = 0, in Ω,

Pw = 0 on Γin/out,

∂Pw

∂n
= 0 on Γb,

Pw +
ρsh

ρf

∂Pw

∂n
= w on Γ.

(5.140)

Thus, operator P associates to every w ∈ H−1/2(Γ) the solution of the pressure

problem in Step 1’, with the homogeneous inlet and outlet data pin/out = 0.

We are interested in the trace on Γ of this pressure solution. For this purpose,

introduce the operator S : H−1/2(Γ) → H1/2(Γ) by

Sw = Pw|Γ. (5.141)

One can prove (see [22]), the following standard results:

Proposition 5.3.1. The operator S satisfies the following properties:

1. The operator S : H−1/2(Γ) → H1/2(Γ) is continuous.

2. The operator S is compact, self-adjoint, and positive on L2(Γ).

To study the solution of the corresponding non-homogeneous problem with p =

pin/out(t) on Γin/out, let us introduce an arbitrary continuous extension operator EF :

H1/2(∂Ω\Γ) → H1(Ω) so that EF q|∂Ω\Γ = q and ||EF q||H1(Ω) ≤ C||q||H1/2(∂Ω\Γ). Let
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p∗ ∈ C(0,∞;H1(Ω)) be the solution to

−△p∗ = △EF p̄, in Ω,

p∗ = 0 on Γin/out,

∂p∗

∂n
= −∂EF p̄

∂n
on Γb,

p∗ +
ρsh

ρf

∂p∗

∂n
= −∂EF p̄

∂n
on Γ,

where p̄ = pin/out on Γin/out. Now, the solution to the pressure problem in Step 1’ is

given by

p = p∗ + EF p̄− P(βpn). (5.142)

Let us denote

pext = p∗|Γ + EF p̄|Γ. (5.143)

Now we can write the trace of the pressure solution in Step 1’ on Γ as

p|Γ = pext − S(βpn). (5.144)

This trace of the pressure is used to load the equation for the structure in Step 2.

Thus, the structure problem in Step 2 can now be written as:

Find ηr ∈ Vs such that

ρsh
∂2ηr
∂t2

+ Lηr = β(pn+1
ext − S(βpn)). (5.145)

One way to discretize this equation in time is to use an implicit marching scheme

ρsh
ηn+1
r − 2ηnr + ηn−1

r

△t2
+ Lηn+1

r = β(pn+1
ext − S(βpn)). (5.146)

This scheme is unconditionally stable (provided that the right hand-side is “reason-

able”).
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We chose to discretize equation (5.145) in time using the θ-scheme, as suggested

in [44]:

ρsh
ηn+1
r − 2ηnr + ηn−1

r

△t2
+L(θηn+1

r +(1−2θ)ηnr + θηn−1
r ) = β(pn+1

ext −S(βpn)). (5.147)

It was shown in [44] that, for a given fixed right-hand side (source term), this scheme

is stable for all 0 ≤ θ ≤ 1/2. Thus, we have unconditional stability with respect

to the arbitrary ratios of fluid and structure densities, provided that the right-hand

side of this equation is “reasonable”.

A crucial point to observe here is that the right-hand side of this equation, which

comes from the pressure loading, is given by an iterative procedure, and can be

written entirely in terms of the initial pressure, the external pressure (pin/out), and

the the operator S whose maximum eigenvalue, as we shall show below, is always

less than 1, for all the choices of ρf and ρs. Moreover, we will show below that the

right-hand side converges, as the number of iterations n → ∞, if 0 ≤ β ≤ 1, for all

the choices of ρf and ρs.

To analyze the righ-hand side of equation (5.145), we first study the eigenvalues of

operator S. As we shall see below, it is convenient to express the eigenvalues of S via

the eigenvalues of the “Neumann to Dirichlet” operator MA : H−1/2(Γ) → H1/2(Γ)

which is defined to be the trace on Γ of the operator R : H−1/2(Γ) → Q:

MAw = Rw|Γ, (5.148)

where R associates to every w ∈ H−1/2(Γ) the solution Rw ∈ Q of the following
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(pressure) problem: 

−△Rw = 0, in Ω,

Rw = 0 on Γin/out,

∂Rw

∂n
= 0 on Γb,

∂Rw

∂n
= w on Γ.

It can be shown (see [22]) that operatorMA : H−1/2(Γ) → H1/2(Γ) is continuous, and

thatMA is compact, self-adjoint, and positive on L2(Γ). Moreover, the eigenvalues µi

of MA are decreasing to zero (µi = L/(iπth(iπR/L)), i = 1,2,...), with the maximum

eigenvalue µmax given by

µmax = µ1 =
L

πth
(πR
L

) .
We will use this knowledge to calculate the eigenvalues of operator S. Let µ be an

eigenvalue of operator MA. Then there exists a vector v ̸= 0 such that

MAv = µv.

Recall that, by definition of MA, MAv = Rv|Γ. Using this, we calculate

Rv|Γ +
ρsh

ρf

∂Rv

∂n
|Γ = (µ+

ρsh

ρf
)v|Γ.

This implies that R also satisfies the following Robin problem:

−△Rg = 0, in Ω,

Rg = 0 on Γin/out,

∂Rg

∂n
= 0 on Γb,

Rg +
ρsh

ρf

∂Rg

∂n
=

(
µ+

ρsh

ρf

)
v on Γ.
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But this is precisely the problem defined by the operator P in (5.140), with the data

on Γ given by (µ+ ρsh
ρf

)v. Thus:

Rv = P
(
µ+

ρsh

ρf

)
v,

and therefore, the traces on Γ satisfy:

MAv = S
(
µ+

ρsh

ρf

)
v =

(
µ+

ρsh

ρf

)
Sv.

Since MAv = µv we finally get

µv =
(
µ+

ρsh

ρf

)
Sv.

Therefore, v is also an eigenvector for S, and the corresponding eigenvalue λ satisfies:

λ =
µ

µ+
ρsh

ρf

. (5.149)

Thus, we have shown that the eigenvalues λi of S can be expressed using the eigen-

values µi of MA as

λi =
µi

µi +
ρsh

ρf

, i = 1, 2, .... (5.150)

We now use this information to study the right hand-side of equation (5.147).

Since S is compact, we know that there exists an orthonormal basis of L2(Γ) com-

posed of the eigenvectors {zj} of S. We thus expand the solution ηr, and the external

pressure data pext and p0 in this basis:

ηnr =
∑
j

(ηnr )jzj, pnext =
∑
j

(pnext)jzj, p0 =
∑
j

(p0)jzj.
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Then, from (5.147), for each j, the Fourier coefficients satisfy the following equation:

ρsh
(ηn+1

r )j − 2(ηnr )j + (ηn−1
r )j

△t2
+ L(θ(ηn+1

r )j + (1− 2θ)(ηnr )j + θ(ηn−1
r )j)

= β((pn+1
ext )j − S(β(pn))j).

(5.151)

The right-hand side of this equation is equal to

β((pn+1
ext )j − S(β(pn))j) =

β(pn+1
ext )j +

∑n
i=1(−1)iβi+1λi

j(p
n+1−i
ext )j + (−1)n+1βn+2λn+1

j (p0)j.

As n → ∞, the series that defines the right hand-side converges if

|βλj| < 1.

From (5.150) we see that all λj are strictly less than one, which implies that the

right-hand side converges if

0 ≤ β ≤ 1. (5.152)

We have shown the following result:

Proposition 5.3.2. Provided that 0 ≤ β ≤ 1, the kinematically coupled β-scheme is

unconditionally stable for any choice of the time step ∆t, irrespectively of the value

of the ratio ρsh/ρf > 0.

We conclude this section by emphasizing that there is no “added mass effect”

exhibited in the kinematically coupled β scheme. This is obvious from the implicit

nature of the equation (5.145), which we can write, with a slight abuse of notation,

as:

ρsh
∂2ηn+1

r

∂t2
+ Lηn+1

r = β(pn+1
ext − S(βpn)). (5.153)
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Indeed, we recall that classical loosely coupled partitioned schemes solve the FSI

problem (5.127)-(5.129) by solving the fluid sub-problem (5.127) with Dirichlet bound-

ary data for the fluid velocity on Γ, given in terms of the structure velocity ∂ηr/∂t

calculated from the previous time step. Then, the fluid stress calculated in problem

(5.127), is used to load the structure in sub-problem (5.128). Using similar ideas as

already presented in this manuscript, it was shown in [22] that this kind of partitioned

approach leads to solving the problem for ηr of the form

ρsh
∂2ηr
∂t2

+ Lηr = p|Γ, (5.154)

where

p|Γ = pext − ρfMA
∂2η

∂t2
. (5.155)

Here pext comes from the “external” pressure data (pin/out), and MA is the “added

mass operator”. The added mass operator is defined to be the trace of the pressure

solution on Γ of the corresponding fluid sub-problem (5.127) written in terms of

pressure (with the homogeneous inlet/outlet data). Namely, MA : H−1/2(Γ) →

H1/2(Γ) is the trace of the operator R:

MAw = Rw|Γ, (5.156)

where R : H−1/2(Γ) → Q associates to each w ∈ H−1/2(Γ) the (pressure) solution of

the following problem: 

−△Rw = 0 in Ω,

Rw = 0 on Γin/out,

∂Rw

∂n
= 0 on Γb,

∂Rw

∂n
= w on Γ.
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Here Q is the space defined in (5.139). While w here corresponds to the structure

inertia ∂2η/∂t2, in our kinematically coupled β-scheme w corresponds to the fraction

of the fluid stress determined by βp. When β = 0, which corresponds to the original

kinematically coupled scheme, this term is zero. We emphasize again that the struc-

ture inertia in the kinematically coupled schemes is taken implicitly in the Robin

boundary condition, and not explicitely, as in the classical loosely coupled schemes.

With the added mass operator, the problem for the structure (5.154) can now be

written as

(ρsh+ ρfMA)
∂2ηr
∂t2

+ Lηr = pext. (5.157)

Since in classical loosely coupled partitioned schemes, the pressure is calculated in

the fluid sub-problem using the structure velocity from the previous time step, this

implies that, with a slight abuse of notation, (5.157) can be written as

ρsh
∂2ηn+1

r

∂t2
+ ρfMA

∂2ηnr
∂t2

+ Lηnr = pext. (5.158)

More precisely, equation (5.159) means

ρsh
ηn+1
r − 2ηnr + ηn−1

r

(∆t)2
+ ρfMA

ηnr − 2ηn−1
r + ηn−2

r

(∆t)2
+ Lηnr = pext. (5.159)

It was shown in [22] that the scheme is unconditionally unstable if

ρsh

ρfµmax

< 1, (5.160)

where µmax is the maximum eigenvalue of the added mass operator MA. It was

also shown in [22] that the maximum eigenvalue µmax is associated with the aspect

ratio of the fluid domain R/L. The smaller that aspect ratio (the more slender the

domain), the maximum eigenvalue µmax is larger.
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Going back to equation (5.153), one can now see that there is no added mass

operator associated with the kinematically coupled β-scheme. The right-hand side

of equation (5.153) is an iterative procedure which can be written in terms of the

initial pressure and of the external (in/out) pressure data. Thus, of 0 ≤ β ≤ 1, our

scheme is unconditionally stable for all the choices of ρsh, ρf , and domain size.

In the last two Chapters of this thesis we present numerical results of the proposed

computational scheme. In Chapter 6 we first study the performance of our scheme on

a set of benchmark problems in FSI. In Chapter 7 we simulate a set of FSI problems

with physiologically reasonable data and compare our results with measurements.

Excellent agreement with the measurements was obtained.
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Chapter 6
Numerical results for the FSI solver tested

on a benchmark problem

We present four tests that show the behavior of our scheme for FSI problems discussed

in Section 5.2 for different parameter values. The first test, presented in Example 1

below, corresponds to the benchmark problem suggested by Formaggia et al. in [41]

to study the behavior of FSI scheme for blood flow. The structure model in this

case is a linearly viscoelastic string model capturing only radial displacement, with

the coefficient that describes bending rigidity given in terms of the shear modulus

and Timoshenko correction factor, which is different from the corresponding Koiter

shell model coefficient. The viscoelasticity and the Young’s modulus in this model

are both very small. See, e.g., [21] for the physiological values of these parameters.

In Example 1b we supplemented this model by an equation describing dynamics
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of the longitudinal displacement, obtained from the Koiter shell model. The cor-

responding equation for longitudinal displacement is degenerate, and there are no

coupling terms between the radial and longitudinal displacement.

In Example 2 we consider the full Koiter shell model capturing both radial and

longitudinal displacement, and the coupling between the two. The coefficients in the

model are given by those associated with the derivation of the Koiter shell, see (2.23).

The values of Youngs modulus, Poisson ratio, and shell thickness are the same as in

Examples 1 and 1b, with the viscoelasticity coefficients small, and related to the one

in Example 1.

In Example 3 we consider the full Koiter shell model as in Example 2, but with

the viscoelasticity coefficients which are physiologically reasonable, and higher than

in the previous examples.

Each of the examples provides new information about the behavior of the so-

lutions and of our numerical scheme. The following values of fluid and structure

parameters are used in all the examples listed below:

Parameters Values Parameters Values

Radius R (cm) 0.5 Length L (cm) 6

Fluid density ρf (g/cm3) 1 Dyn. viscosity µ (poise) 0.035

Wall density ρs(g/cm
3) 1.1 Wall thickness hs (cm) 0.1

Young’s mod. E(dynes/cm2) 0.75× 106 Poisson’s ratio σ 0.5

Table 6.1: Geometry, fluid and structure parameters that are used in all the numerical
tests presented in this section.

Parameter β that appears in Step 1 and Step 3 of our numerical scheme can vary
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6.1. EXAMPLE 1: THE BENCHMARK PROBLEM WITH ONLY RADIAL
DISPLACEMENT

between 0 and 1, where the value of β = 0 corresponds to the kinematically coupled

scheme presented in [46]. We noticed that the accuracy improves as we increase the

value of β. Thus, the numerical results in the following examples are given for β = 1.

6.1 Example 1: The benchmark problem with only

radial displacement

We consider the classical test problem proposed by Formaggia et al. in [41]. This

problem has been used in several works as a benchmark problem for testing the

results of fluid-structure interaction algorithms for blood flow [8, 10, 46, 70, 76]. The

structure model for this benchmark problem is of the form

ρsh
∂2ηr
∂t2

− kGh
∂2ηr
∂z2

+
Eh

1− σ2

ηr
R2

− γ
∂3ηr
∂z2∂t

= f, (6.1)

with absorbing boundary conditions at the inlet and outlet boundaries:

∂ηr
∂t

−

√
kG

ρs

∂ηr
∂z

= 0 at z = 0 (6.2)

∂ηr
∂t

+

√
kG

ρs

∂ηr
∂z

= 0 at z = L. (6.3)

Here G = E
2(1+σ)

is the shear modulus and k is the Timoshenko shear correction

factor. The flow is driven by the time-dependent pressure data (see Figure 6.1):

pin(t) =


pmax

2

[
1− cos

(
2πt
tmax

)]
if t ≤ tmax

0 if t > tmax

, pout(t) = 0 ∀t ∈ (0, T ), (6.4)

where pmax = 2 × 104 (dynes/cm2) and tmax = 0.005 (s). The values of all the

parameters in this model are given in Tables 6.1 and 6.2.
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Figure 6.1: Example 1: Inlet pressure used in the benchmark problem

Parameters Values

Shear mod. G(dynes/cm2) 0.25× 106

Timoshenko factor k 1
Viscoelasticity γ (poise cm) 0.01

Table 6.2: Example 1: The structure parameters for Example 1 in addition to those
listed in Table 6.1. These parameters are not necessarily in the optimal physiological
range.

The viscoelasticity and Young’s modulus are both very small. For the typical

physiological values of these parameters see, e.g., [21]. This means that the arterial

wall in this example is rather elastic. The relatively large value of the coefficient

in front of the second-order derivative with respect to z (describing bending rigid-

ity), minimizes the oscillations that would normally appear in such structures. See

Example 2 for more details.

We implemented this problem in our solver. Since this model captures only radial

displacement the solver was modified accordingly. The model equation (6.1) can be

recovered from the Koiter shell model (2.22) by setting the following values for the

coefficients:

C0 = Eh
R2(1−σ2)

, C1 = kGh, C2 = 0, C3 = 0, C4 = 0,

D0 = 0, D1 = γ, D2 = 0, D3 = 0, D4 = 0,
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which implies numerical values of the constants given in Table 6.3. Homogeneous

C0 = 4× 105 C1 = 2.5× 104 C2 = 0 C3 = 0
D0 = 0 D1 = 10−2 D2 = 0 D3 = 0

Table 6.3: Koiter shell model coefficients for Example 1.

Dirichlet boundary conditions for the structure in Step 3 were replaced with absorb-

ing boundary conditions (6.2)-(6.3). The problem was solved over the time interval

[0, 0.012] s. Propagation of the corresponding pressure pulse in 2D is shown in Fig-

ure 6.5.
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Figure 6.2: Example 1: Diameter of the tube computed with the kinematically
coupled scheme with time step △t = 5× 10−5 (dash-dot line), implicit scheme used
by Quaini in [76] with the time step △t = 10−4 (dashed line) and our scheme with
the time step △t = 10−4 (solid line).
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Figure 6.3: Example 1: Flowrate computed with the kinematically coupled scheme
with time step △t = 5× 10−5 (dash-dot line), implicit scheme used by Quaini in [76]
with the time step △t = 10−4 (dashed line) and our scheme with the time step
△t = 10−4 (solid line).

The numerical results obtained using our modification of the kinematically (loosely)

coupled scheme proposed in this manuscript, were compared with the numerical re-

sults obtained using the classical kinematically coupled scheme proposed in [46], and

the monolithic scheme proposed in [76]. Figures 6.2, 6.3, and 6.4 show the compari-

son between tube diameter, flowrate, and mean pressure, respectively, at six different

times.

These results were obtained on the same mesh as the one used for the monolithic

scheme in [76], containing 31×11 P1 fluid nodes. More precisely, we used an isopara-

metric version of the Bercovier-Pironneau element spaces, also known as P1-iso-P2
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Figure 6.4: Example 1: Mean pressure computed with the kinematically coupled
scheme with time step △t = 5 × 10−5 (dash-dot line), implicit scheme used by
Quaini in [76] with the time step △t = 10−4 (dashed line) and our scheme with the
time step △t = 10−4 (solid line).

approximation in which a coarse mesh is used for the pressure (mesh size hp) and a

fine mesh for velocity (mesh step hv = hp/2).

The time step used was △t = 10−4 which is the same as the time step used

for the monolithic scheme, while the time step used for the kinematically coupled

scheme in [46] was △t = 5 × 10−5. It is well-known that splitting schemes require

smaller time step due to the splitting error. However, the new splitting proposed in

this manuscript allows us to use the same time step as in the monolithic method,

obtaining comparable accuracy, as it will be shown next. This is exciting since

we obtain the same accuracy while retaining the main benefits of the partitioned
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Figure 6.5: Example 1: Propagation of the pressure wave.

schemes, such as modularity, simple implementation, and low computational costs.

△t ||p− pref ||L2 L2 order ||u− uref ||L2 L2 order ||η − ηref ||L2 L2 order

10−4 4.01e + 03 - 5.97 - 0.003 -
(5.65e + 04) - (136.32) - (0.0446) -

5× 10−5 1.57e + 03 1.35 4.05 0.56 0.0014 1.1
(3.36e + 04) (0.75) (77.91) (0.80) (0.0264) (0.75)

10−5 296.36 1.04 1.0 0.87 3.17e− 04 0.92
(7.27e + 03) (0.95) (16.27) (0.97) (0.00576) (0.95)

5× 10−6 134.33 1.14 0.46 1.12 1.45e− 04 1.13
(3.3e + 03) (1.14) (7.36) (1.14) (0.0026) (1.14)

Table 6.4: Example 1: Convergence in time calculated at t = 10 ms. The numbers
in the parenthesis show the convergence rate for the kinematically coupled scheme
presented in [46].

The kinematically coupled scheme was shown numerically to be first-order ac-

curate in time and second order accurate in space [46]. Due to the novel splitting

our scheme has an improved consistency over the classical kinematically coupled

scheme. Indeed, here we show that this is the case by studying time-convergence
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Figure 6.6: Example 1: Figures show relative errors compared with the kinematically
coupled scheme which is first-order accurate in time. Top left: Relative error for fluid
velocity at t=10 ms. Top right: Relative error for fluid pressure at t=10 ms. Bottom:
Relative error for displacement at t=10 ms.

of our scheme. Figure 6.6 shows a comparison between the time convergence of our

scheme, the kinematically coupled scheme, and the monolithic scheme used in [76].

The reference solution was defined to be the one obtained with △t = 10−6. We

calculated the absolute L2 error for the velocity, pressure and displacement between

the reference solution and the solutions obtained using △t = 5×10−6, 10−5, 5×10−5

and 10−4. Figure 6.6 shows first-order in time convergence for the velocity, pressure,
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and displacement obtained by the kinematically coupled scheme, monolithic scheme,

and our scheme. Due to the improved consistency, the error of our method is notice-

ably smaller than the error obtained using the kinematically coupled scheme, and is

comparable to the error obtained by the monolithic scheme.

6.1.1 Homogeneous Dirichlet vs. absorbing boundary con-

ditions

We give a short remark related to the impact of the homogeneous Dirichlet vs. absorb-

ing boundary conditions. Although absorbing boundary conditions for the structure

are more realistic in the blood flow application, they will only impact the solution

near the boundary, except when reflected waves form in which case the influence of

the boundary conditions is felt everywhere in the domain. It was rigorously proved

in [88] that in the case of homogeneous Dirichlet inlet/outlet structure data η = 0,

a boundary layer forms near the inlet or outlet boundaries of the structure to ac-

commodate the transition from zero displacement to the displacement dictated by

the inlet/outlet normal stress flow data. It was proved in [88] that this boundary

layer decays exponentially fast away from the inlet/outlet boundaries. Figure 6.7

depicts a comparison between the displacement obtained using absorbing boundary

conditions, and the displacement obtained using homogeneous Dirichlet boundary

conditions, showing a boundary layer near the inlet boundary where the two solu-

tions differ the most.

It is worth pointing out, however, that absorbing boundary conditions help in
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Figure 6.7: Example 1: Displacement of the structure in the case of absorbing bound-
ary conditions (solid line) and homogeneous Dirichlet boundary conditions (dashed
line).

reducing reflected waves that will appear when the propagating wave reaches the

outlet boundary and reflects back. The “optimum” absorbing boundary conditions

would have to be designed on the basis of Riemann Invariants (or characteristic

variables) for the hyperbolic problem modeling wave propagation in the structure.

Those conditions, however, are not always easy to calculate, and so approximate Rie-

mann Invariant-based absorbing conditions such as (6.2)-(6.3) are used. Figure 6.8

shows the displacement in the case of absorbing boundary conditions (6.2), (6.3),

and homogeneous Dirichlet boundary conditions η = 0 at t = 100 ms and t = 200

ms. Notice how the two solutions differ everywhere in the domain, and how the

solution with absorbing boundary conditions reduces the amplitude and formation
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of reflected waves.
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Figure 6.8: Example 1: Displacement of the structure in the case of absorbing bound-
ary conditions (solid line) and homogeneous Dirichlet boundary conditions (dashed
line).

We will see in Example 3, below, that for a Koiter shell model with the physi-

ologically relevant coefficients describing the behavior of viscoelastic walls, reflected

waves have a much smaller influence on the simulation of the physiologically relevant

wave propagation.

6.1.2 Example 1b

This example is an extension of the benchmark problem by Formaggia et al. [41] stud-

ied in Example 1. The extension concerns inclusion of the longitudinal displacement

in the model described in Example 1.

Namely, here we explore how the Koiter shell model (2.21)-(2.22) looks for the

coefficients given by those in Example 1. Namely, the radial displacement satisfies the

same model equation as in Formaggia et al. [41], while the longitudinal displacement

satisfies equation (2.21) in the Koiter shell model, with the corresponding coefficients

in accordance with equation (6.1). More precisely, by comparing equations (2.22)

and (6.1) we observe that only the coefficients C0, C1 and D1 are different from zero.
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Figure 6.9: Example 1b: Longitudinal displacement (red) and radial displacement
(blue) for the Koiter shell model in Example 2 calculated with ∆t = 10−4.

This implies the following Koiter shell model:

ρsh
∂2ηz
∂t2

= fz, (6.5)

ρsh
∂2ηr
∂t2

− kGh
∂2ηr
∂z2

+
Eh

1− σ2

ηr
R2

− γ
∂3ηr
∂z2∂t

= fr. (6.6)

Notice that this problem is degenerate in that the operator associated with the static

equilibrium problem is no longer strictly elliptic. Nevertheless, we solve the related

FSI problem with zero Dirichlet boundary data η = 0, and flow driven by the time-

dependent pressure data (6.4) given in Example 1. The values of the coefficients in

the Koiter shell model (6.6)-(6.5) are equal to those in Example 1. Figures 6.9, 6.10,

and 6.11 show the displacement, flow rate, and pressure, respectively. It is interesting

to notice, as is shown in Figure 6.9, that the magnitude of longitudinal displacement
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Figure 6.10: Example 1b: Flow rate for the Koiter shell model in Example 1b cal-
culated with ∆t = 10−4.

is the same as the magnitude of radial displacement.

6.2 Example 2

In this test case we consider the Koiter shell model (2.21)-(2.22) with the correspond-

ing coefficients (2.23). The flow and structure parameters are given in Tables 6.1

and 6.5. The model and the coefficients are as follows:

ρsh
∂2ηz
∂t2

− C2
∂ηr
∂z

− C3
∂2ηz
∂z2

−D2
∂2ηr
∂t∂z

−D3
∂3ηz
∂t∂z2

= fz

ρsh
∂2ηr
∂t2

+ C0ηr − C1
∂2ηr
∂z2

+ C2
∂ηz
∂z

+D0
∂ηr
∂t

−D1
∂3ηr
∂t∂z2

+D2
∂2ηz
∂t∂z

= fr,
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Figure 6.11: Example 1b: Mean pressure for the Koiter shell model in Example 1b
calculated with ∆t = 10−4.

with

C0 = hE
R2(1−σ2)

(1 + h2

12R2 ), C1 = h3

6
Eσ

R2(1−σ2)
, C2 = h

R
Eσ

1−σ2 ,

D0 = h
R2Cv(1 +

h2

12R2 ), D1 = h3

6
Dv

R2 , D2 = hDv

R
,

where here we take the value of D1 to be equal to γ from Examples 1 and 1b, which

from the definition of coefficient D1 above implies Dv = 6R2γ/h3. From here we

determine Cv = Dv/σv = 2Dv. The corresponding values of the coefficients are given

Parameters Values

Viscoelast. Cv(poise cm) 30
Viscoelast. Dv(poise cm) 15

Table 6.5: Viscoelasticity parameters for Example 2.

in Table 6.6.
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C0 = 4.0133× 105 C1 = 333.3 C2 = 105 C3 = 105

D0 = 12 D1 = 10−2 D2 = 3 D3 = 3

Table 6.6: Koiter shell model coefficients for Example 2.
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Figure 6.12: Example 2: Longitudinal displacement ηz, and radial displacement ηr
calculated on a coarse mesh (solid line) and on a fine mesh (dashed line), obtained
with △t = 10−4.

This model includes the coupling terms between the longitudinal and radial com-

ponents of the displacement through C2 ̸= 0 and D2 ̸= 0, and the leading-order

viscoelastic effects in the radial displacement described by D0 ̸= 0. Notice a much

smaller value for the coefficient C1 than in Example 1. Also notice the large coeffi-

cient C2 that describes the coupling between the radial and longitudinal components

of the displacement. Although the viscoelasticity parameters, or the inlet pressure,
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Figure 6.13: Example 2: Flowrate computed on a coarse mesh (solid line), and on a
fine mesh (dashed line), obtained with △t = 10−4.

are not physiologically reasonable, this example can serve as a good benchmark prob-

lem to study the behavior of FSI schemes for blood flow in which both radial and

longitudinal displacement of a thin structure are included.

Figure 6.12 shows longitudinal and radial displacement of the structure computed

on two different meshes, evaluated at times t = 2, 4, 6, 8, 10, and 12 ms. The coarser

mesh is twice as fine as the mesh used in Example 1, so that the triangulation of the

coarser mesh is hcoarse
p = hp/2, h

coarse
v = hv/2. The fine mesh in this example is twice

as fine as the coarse mesh, namely hfine
p = hcoarse

p /2 = hp/4, h
fine
v = hcoarse

v /2 = hv/4.

Note that the longitudinal displacement is of the same order of magnitude as the

radial displacement. Figures 6.13 and 6.14 show the corresponding flowrate and mean
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Figure 6.14: Example 2: Mean pressure computed on a coarse mesh (solid line), and
on a fine mesh (dashed line), obtained with △t = 10−4.

pressure. The appearance of oscillations near the inlet is physical, and is associated

with a very small value of the coefficient C1 when compared to Example 1. An

increase in the value of visoelasticity parameters, examined in the next example

(physiologically reasonable), dampens the oscillations observed in this example.

To study convergence in time we define the reference solution to be the one

obtained with △t = 10−6, and we compute the L2-norms of the difference in the

pressure, velocity and displacement between the reference solution and the solutions

obtained with △t = 10−4, 5 × 10−5, 10−5 and 5 × 10−6. The time convergence is

presented in Table 6.7.
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△t ||p− pref ||L2 L2 order ||u− uref ||L2 L2 order ||η − ηref ||L2 L2 order

10−4 1.75e + 03 - 5.83 - 0.0092 -

5× 10−5 739.9 1.24 3.85 0.6 0.0065 0.5

10−5 158.46 0.96 0.88 0.92 0.0022 0.66

5× 10−6 72.67 1.12 0.4 1.13 0.0012 0.92

Table 6.7: Example 2: Convergence in time calculated at t = 8 ms.

6.3 Example 3

The model problem in this example is the same as in Example 2, except that the

viscoelasticity coefficients are obtained from the measurements [3], and are therefore,

more physiologically reasonable than those in the previous examples. We again con-

sider the Koiter shell model (2.21)-(2.22) with the corresponding coefficients (2.23),

and with the coefficients in front of the 4th and 5th order derivatives C4 = D4 = 0.

The fluid and structure parameter values are those listed in Table 6.1, while the

viscoelasticity coefficient Cv was taken from the measurements of the viscoelasticity

of dog’s aorta [3], and is given by Cv = 13416.4. This implies Dv := σvCv = 0.5Cv.

The viscoelasticity parameters are summarized in Table 6.8. These parameters give

Parameters Values

Viscoelast. Cv(poise cm) 13416.4
Viscoelast. Dv(poise cm) 6708.2

Table 6.8: Viscoelasticity parameters for Example 3.

rise to the values of the coefficients given in Table 6.9.

We impose homogeneous Dirichlet boundary data for the structure, and the same
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C0 = 4.013× 105 C1 = 333.3 C2 = 105 C3 = 105 C4 = 0
D0 = 5384.45 D1 = 4.472 D2 = 1341.6 D3 = 1341.6 D4 = 0

Table 6.9: Koiter shell model coefficients for Example 3.

inlet/outlet pressure data as in Examples 1 and 2.
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Figure 6.15: Example 3: Longitudinal displacement ηz, and radial displacement ηr,
computed on a coarse mesh (solid lone) and on a fine mesh (dashed line).

Figure 6.15 shows displacement of the structure, superimposed over the displace-

ment obtained on a finer mesh. Domain triangulation for the finer mesh is given by

hfine
p = hp/2 and hfine

v = hv/2, where the coarser mesh is the same as the mesh in

Examples 1 and 2. Results were obtained using the time step △t = 10−5. Longitu-

dinal displacement is shown as a solid red line (dashed black line on the finer mesh),

while radial displacement as a magenta line (dashed blue line on the finer mesh).

Four remarks are in order. First, notice that the results on the two different
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Figure 6.16: Example 3: Flowrate computed on a coarse mesh (solid line) and on a
fine mesh (dashed line).

meshes are almost indistinguishable. Secondly, the radial displacement is consider-

ably different from the one in Example 1. This is primarily due to the leading-order

viscoelastic effects described by the term multiplying coefficient D0 ̸= 0. Thirdly, the

viscous effects also diminish the presence of reflected waves. Finally, the longitudinal

displacement is of the same order of magnitude due to the strong pressure pulse driv-

ing the flow. Negative displacement indicates that the tube has stretched toward the

inlet to accommodate the large radial displacement dictated by the pressure pulse.

Figures 6.16 and 6.17 show the flowrate and mean pressure computed on the

two different meshes mentioned above. Notice how the pressure wave propagates

from left to right, with a strongly decaying amplitude due to the viscous dissipation.

Also notice that the results obtained using two different meshes are in an excellent
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Figure 6.17: Example 3: Mean pressure computed on a coarse mesh (solid line), and
on a fine mesh (dashed line).

agreement.

We conclude this section by showing the time-convergence of the scheme. De-

fine the reference solution to be the one obtained with △t = 10−6. To investi-

gate the time convergence, we calculate the relative L2 error for the velocity, pres-

sure and displacement between the reference solution and solutions obtained using

△t = 10−4, 5× 10−5, 10−5 and 5× 10−6. Figure 6.18 shows the convergence in time.

Table 6.10 shows the L2-error and the convergence rate for the corresponding times

steps depicted in Figure 6.18. These results show 1st-order convergence in time of

our scheme applied to the problem in Example 3.
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Figure 6.18: Example 3: Figures show first-order accuracy in time. Top left: Relative
error for fluid velocity at t=10 ms. Top right: Relative error for fluid pressure at
t=10 ms. Bottom: Relative error for displacement at t=10 ms.

△t ||p− pref ||L2 L2 order ||u− uref ||L2 L2 order ||η − ηref ||L2 L2 order

10−4 1.0828e + 04 - 25.35 - 0.0377 -

5× 10−5 6.234e + 03 0.796 13.75 0.88 0.0211 0.839

10−5 1.29e + 03 0.978 2.73 1.0 0.0043 0.99

5× 10−6 584.29 1.1445 1.22 1.16 0.0019 1.15

Table 6.10: Example 3: Convergence in time calculated at t = 10 ms.
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Chapter 7
Numerical results for blood flow under

physiological conditions

In this chapter we show that our computational model gives rise to physiologically

reasonable solutions by studying two examples of problems for which there exist

data obtained from the measurements of both radial and longitudinal displacement.

The first example concerns a healthy common carotid artery (CCA), while the sec-

ond example concerns an atherosclerotic coronary artery. New results related to

the influence of the geometry of stenotic lesion on the magnitude of longitudinal

displacement will be shown.
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7.1 The common carotid artery (CCA)

The common carotid artery is an artery that supplies the head and neck with oxy-

genated blood (see Figure 7.1). The artery branches in the neck to form the external

Figure 7.1: Carotid artery [82]

and internal carotid arteries. We simulated blood flow in the left common carotid

artery. The choice of parameters in the model will be discussed first, and the pressure

data will be presented next. Results of a simulation producing velocity, pressure, ra-

dial and longitudinal displacement will be presented. Comparison between calculated

and measured velocity, radial and longitudinal displacement, and hysteresis due to

viscoelastic arterial wall properties, will be shown.

Parameter Values. Left and right common carotid arteries in human subjects

differ significantly in length and in their mode of origin. The study in Ribeiro et
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al. [79] measured average length of the left and right CCA in 46 male cadavers. The

measured length of the right CCA was 9.6 ± 0.1 cm while the left CCA measured

12.1±0.2 cm. The diameter of CCA slightly differs in males and females, and ranges

between 6.5± 0.99 cm in males and 5.97± 0.9 cm in females [52, 55]. Measurements

in Bussy et al. [19] reported wall thickness of 0.0582± 0.0139 cm.

Young’s modulus of carotid artery increases with age. The study in Urbina et

al. [86] considered 516 subjects, aged 25− 38 years. Measured Young’s modulus was

(2.11±0.65)×106 dynes/cm2 in males and (1.83±0.63)×106 dynes/cm2 in females.

On the other hand, Young’s modulus of an older group (55 ± 12 years) studied in

Mokhtari et al. [66] measured (3.84 ± 0.39) × 106 dynes/cm2. Blood vessels are

essentially incompressible and therefore have the Poisson’s ratio of approximately

0.5 [69].

Our choice of parameters lies in the bounds given above, and is summarized

in Table 7.1. The viscoelastic constants Cv and Dv that appear in our structure

Parameters CCA

Radius H (cm) 0.3
Length L (cm) 10
Fluid density ρf (g/cm3) 1.055
Fluid viscosity µ (g/(cm s)) 0.04
Wall density ρs(g/cm

3) 1.055
Wall thickness h (cm) 0.07
Young’s mod. E(dynes/cm2) 2× 106

Poisson’s ratio σ 0.5

Table 7.1: Geometry, fluid and structure parameters for common carotid artery.
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7.1. THE COMMON CAROTID ARTERY (CCA)

equations are equal to

Cv := 3× 104 dynes/cm2 · s, where Cv = Ev/(1− σ2
v), and σv = 0.5. (7.1)

This choice of viscoelastic parameters is within the range of measured viscous moduli

of blood vessels reported in Armentano et al. [2].

Pressure Data. We study blood flow driven by the inlet and outlet pressure data

shown in Figure 7.2. These pressure data are obtained from [89]. The shape of

0 0.2 0.4 0.6 0.8 1

80

100

120

time [s]

pr
es

su
re

 [m
m

H
g]

 

 
p

in

p
out

0 0.2 0.4 0.6 0.8 1
−5

0

5

10

15

20

time [s]

p in
−

p ou
t [m

m
H

g]

 

 

Figure 7.2: Top: inlet and outlet pressure. Bottom: pressure drop.

the pressure wave is the same as in [89] while the pressure drop is scaled by the

factor 0.9 to recover physiologically reasonable blood velocity and Reynolds numbers.

Namely, several experimental studies have shown that longitudinal velocity in healthy

common carotid artery is usually less than 100 cm/s [16, 30, 60, 80] giving rise to the

local Reynolds number which is less than 1500. This is smaller than the results in [89]

which recover blood flow conditions corresponding to the local Reynold’s number over
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7.1. THE COMMON CAROTID ARTERY (CCA)

2400. In our simulations, the maximum axial velocity is around 95 cm/s, which can

be seen in Figure 7.4, where longitudinal and radial velocity profiles are shown at

the middle of the straight vessel segment. Furthermore, as we shall see below, our

computed velocity is in very good agreement with the Doppler velocity data reported

by Weinberg et al. [90].

Taking the smaller pressure drop than in [89] is partly responsible for the smaller

radial and longitudinal displacements recovered in our simulations when compared

to the results in [89], although, as we shall see bellow, they are of the same order of

magnitude, and of almost identical morphology. In addition, we will show a very good

agreement between our numerical results for the radial and longitudinal displacement

and experimental measurements.

Fluid Velocity. Figure 7.4 shows longitudinal (left) and radial (right) velocity pro-

files at the middle of the vessel, computed using the data listed above, at five different

times. The choice of the snapshot times is shown in the Figure 7.3. The velocity pro-
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Figure 7.3: Choice of snapshot times and corresponding values of inlet and outlet
pressures.

files resemble those experimentally and computationally observed in humans [17, 21].
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Figure 7.4: Longitudinal (left) and radial (right) velocity profiles over normalized
radius at the center of the tube, at five time points.

We compared the computed velocity with Doppler velocity measurements of the

left common carotid artery (CCA) reported by Weinberg et al. [90]. Figure 7.5, bot-

tom right, shows the magnitude of velocity at the center of the tube over a cardiac

cycle calculated using our computational model. This should be compared with the

Doppler velocity graph, shown in Figure 7.5, top right. One can see that the graphs

agree both quantitatively and qualitatively. Please notice that we did not have the

exact pressure data for this particular measurement. We see that the maximum ve-

locity obtained using our computational model is around 95 cm/s, and the minimum

around 30 cm/s. This is in agreement with several results showing experimentally

measured CCA velocities [16, 30, 60, 80]. In particular, the measurement shown in

Figure 7.5 shows the maximum velocity of 101.1 cm/s, and the minimum velocity of

28.4 cm/s. This shows the difference of only 6% for the maximum, and 3% for the

minimum velocity.

Radial and Longitudinal Displacement. Radial wall displacement has been
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Figure 7.5: Left: Mid CCA velocity Doppler reported in [90]. Right: Comparison
with our numerical results.

well examined by many experimental studies [19, 30, 64, 81]. Maximum radial dis-

placement decreases with age, and usually varies between 0.1 mm and 0.38 mm, i.e.

between 3% and 13% of the vessel’s radius. Indeed, our simulations, shown in Fig-

ure 7.6, indicate maximum radial displacement around 6%, which is well within the

normal range.

Figure 7.6 also shows longitudinal displacement computed using our thin shell

model. Longitudinal displacement varies between -0.1 mm and 0.05 mm, which is in

good agreement with experimental studies obtained using B-mode ultrasound speckle

tracking method and/or B-mode ultrasound velocity vector imaging, reported in [25,

73, 84, 85]. A comparison with the results in [89] is shown in Figure 7.6. In Figure 7.6

we also show the relationship betweens radial and longitudinal displacement, showing
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Figure 7.6: Comparison between our simulation (left) and results reported in [89]
(right). The figures show longitudinal displacement vs. time (top), radial displace-
ment vs. time (middle), and radial vs. longitudinal displacement (bottom) in one
cardiac cycle.

very good agreement.

We also report the most recent results that appeared a few months ago in

Atheroslerosis [84], in which longitudinal displacement was measured using B-mode

ultrasound velocity vector methods. It was shown that for normal subjects the total

longitudinal displacement of the common carotid artery is around 0.100 mm (0.052

mm - 0.302 mm), and the total radial displacement is around 0.3 mm. This is in

excellent correlation with our results (see Table 7.2).
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CCA variables Our num. results Experim. measurem. [84]

Diameter in systole (mm) 6.12 6.1 (5.4 – 6.7)
Diameter in diastole (mm) 5.94 5.8 (5.0 – 6.0)
Total longit. displ. (mm) 0.15 0.1 (0.052 – 0.302)

Table 7.2: Comparison of numerically obtained diameter change and total longitudi-
nal displacement with experimental measurements reported by Svedlund et al. [84].

We emphasize that the morphology of both radial and longitudinal displacement

curves over one cardiac cycle, shown in Figure 7.6, agrees well with the results in [89],

and with those in [28]. Figure 7.7 shows the comparison of the numerically computed

radial and longitudinal displacement curves at the midpoint of the vessel wall and the

measurements reported in Ref [28]. Notice the similarity in the morphology of the

curves. The amplitudes of the displacement are different, but of comparable orders

of magnitude. We emphasize here that we did not have the pressure or velocity data

that correspond to the measurements in [28], therefore, we use these pictures only

for qualitative comparison.

Recall that our simulations were obtained for the physiologically relevant data

obtained from literature, and with the inlet and outlet pressure data motivated by

the studies in [89] enforcing the Reynold’s number that is physiologically reasonable

for the common carotid artery. Thus, based on the morphology of the displace-

ment curves, and based on the experimental data of total longitudinal displacement

and of typical radial displacement in the common carotid artery, we conclude that

our simulations provide radial and longitudinal displacements that are in very good

agreement with experiments.

Viscoelasticity. Finally, we compare the captured viscoelastic properties. In the
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Figure 7.7: Left: numerically calculated radial and longitudinal displacements over
one cardiac cycle. Right: experimental measurements in [28]

Kelvin-Voigt model, total stress is linearly proportional to strain and to the time-

derivative of strain. As a result, there is a time delay between the pressure and

displacement, as shown in Figure 7.8. Figure 7.8 top shows normalized pressure and

radial displacement over one cardiac cycle obtained using our computer solutions,

while Figure 7.8 bottom shows normalized pressure and radial displacement over

one cardiac cycle reported in [89]. The time-delay between peak pressure and peak

radial displacement is 0.01 second, or 1% of the cardiac cycle which is consistent

with experimental observations.

The viscoelastic effect is also visible in the stress-strain relationship of the arterial

wall, which exhibits hysteresis. In our simulations we used the viscosity parameters

for the vessel wall, listed in (7.1), which are within the range of parameters reported
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Figure 7.8: Normalized pressure and radial displacement vs. time, taken at the
midpoint of a straight vessel segment. Top: our simulation, bottom: results in [89].
The figure shows time delay in the peak displacement due to viscoelasticity of arterial
walls.

in Armentano et al. [2]. Figure 7.9 shows hysteresis between the vessel diameter

and pressure at the center of the vessel over one cardiac cycle compared with the

hysteresis obtained in [89], showing excellent agreement.

To quantify the hysteresis behavior one can calculate the Energy Dissipation

Ratio (EDR), which is a measure of the area inside the diameter-pressure loop relative

to the measure of areas inside and under the loop (see Figure 7.10). More precisely,

if A1 is the area inside the hysteresis loop, and A2 is the area below the hysteresis

loop, then EDR is defined to be EDR = A1/(A1 + A2) × 100%. Walls with higher

viscoelasticity have larger area inside the loop, resulting in higher EDR. In our

simulations EDR is 8.5%. This is comparable to the results in Warriner et al. [89]
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vessel, over a cardiac cycle. Left: our simulation, right: results in [89].

diameter [cm]

p
re

s
s
u

re
[d

y
n

/c
m

2
]

dia
st

ole

Are
a 1

Area 2

Figure 7.10: Energy dissipation ratio concept.

which show EDR of around 7.8% for a younger subject, and EDR of around 6.4%

for an older subject.

7.2 Blood flow through stenosed coronary artery

The vessels that deliver oxygen-rich blood to the heart muscle are known as coronary

arteries. Coronary artery disease (CAD), also known as coronary stenosis, is the most

common type of heart disease. It is the leading cause of death in the United States
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in both men and women. CAD happens when the arteries that supply blood to heart

muscle become hardened and narrowed. This is due to the build-up of cholesterol

and other material, called plaque, on their inner walls (see Figure 7.11). This build-

Figure 7.11: Left: Coronary artery. Right: Atherosclerosis. [72]

up is called atherosclerosis. As it grows, less blood can flow through the arteries. As

a result, the heart muscle can’t get the blood or oxygen it needs. This can lead to

chest pain (angina) or a heart attack. Most heart attacks happen when a blood clot

suddenly cuts off the hearts’ blood supply, causing permanent heart damage.

In this section we simulate blood flow through a stenosed coronary artery with

a mild stenosis (60%). We consider three different geometries of stenotic lesions, see

Figure 7.12: a symmetric one (type 1), a geometry with a small inflow angle and a

sharp outflow angle (type 2), and a geometry with a sharp inflow angle and a smooth

outflow angle (type 3). We show that, while radial displacement in all three cases is

similar, the longitudinal displacement differs significantly between cases. The role of

this mechanism in lesion progression is un-explored. Furthermore, for the symmetric
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Figure 7.12: Three different plaque geometries used in our simulations.

stenotic lesion we compared the longitudinal displacement at the center of the lesion

with that of a healthy coronary artery. We showed that the longitudinal displacement

of an atherosclerotic artery is smaller than that of a healthy artery. This was recently

experimentally confirmed by Svedlund et al. [85].

Parameter Values. Experimental study in Mokhtari et al. [66] reported Young’s

modulus of a healthy coronary artery of 3.84± 0.389× 106dynes/cm2, while in mild

stenosis it increased up to 5.02 ± 0.07 × 106dynes/cm2. In our numerical example,

the Young’s modulus is a function of position that changes between those two values

depending on the geometry. The reference radius for a healthy coronary artery is

0.18 cm, as measured in Dodge et al. [31]. The reference radius in stenotic lesions

was calculated based on the following formulas:

R(z) = 0.18− 0.108 ∗ exp(−10 ∗ (z − L/2)4) (type 1),

R(z) = 0.18− 0.108 ∗ exp(−50 ∗ (z − 2.5− 0.95 ∗ exp(−0.5z − 3.4)2))4) (type 2),

R(z) = 0.18− 0.108 ∗ exp(−50 ∗ (z − 3.4 + 0.95 ∗ exp(−0.5z − 2.5)2))4) (type 3).
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Similarly, the Young’s modulus is given by

E(z) = 3.84× 106 + 1.18× 106 ∗ exp(−10 ∗ (z − L/2)4) (type 1),

E(z) = 3.84× 106 + 1.18× 106 ∗ exp(−50 ∗ (z − 2.5− 0.95 ∗ exp(−0.5z − 3.4)2))4)

(type 2),

E(z) = 3.84× 106 + 1.18× 106 ∗ exp(−50 ∗ (z − 3.4 + 0.95 ∗ exp(−0.5z − 2.5)2))4)

(type 3).

Since the reference radius and Young’s modulus now depend on the position, we used

the linearly viscoelastic Koiter membrane model for a tube with variable reference

radius given by (2.13)-(2.14) to model the vessel wall. The values of the parameters

used in the simulations are given in Table 7.3.

Parameters Coronary artery

Reference radius [31] R (cm) 0.18
Length L (cm) 6
Fluid density ρf (g/cm3) 1.055
Fluid viscosity µ (g/(cm s)) 0.04
Wall density ρs(g/cm

3) 1.055
Wall thickness [19] h (cm) 0.06
Poisson’s ratio σ 0.5
Young’s Modulus E (dyne/cm2) (3.84× 106, 5.02× 106)

Table 7.3: Geometry, fluid, and structure parameters for coronary artery.

Pressure data. The inlet and outlet pressure were taken from the measurements

in Marques et al. [63] where a trans-stenotic pressure gradient in coronary arteries

was recorded. The data is shown in Figure 7.13. We used those values of pressure

as the inlet and outlet data in our simulations.
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Figure 7.13: Inlet and outlet pressure [63] used in our numerical simulations.

Velocity. We calculated the fluid velocity wave form and streamlines for the 3 types

of stenotic lesions. The numerically calculated velocity wave form over one cardiac

cycle is shown in Figure 7.14, bottom. Numerically computed peak systolic velocity

is around 25 cm/s in the area proximal to stenosis, and 60 cm/s in the stenotic region.

This is in very good agreement with measurements reported in Hozumi et al. [49] and

in Johnson et al. [51]. Furthermore, the results reported in Marques et al. [63], shown

in Figure 7.14, top, report the measured peak systolic velocity in the area proximal

to stenosis around 28 cm/s (10% difference with numerical simulation), and in the

stenotic lesion around 70 cm/s. (14% difference with numerical simulation).

Figure 7.14 also shows a very good agreement between the morphology of the

measured and numerically calculated velocity wave curves over one cardiac cycle.

We emphasize here that, unfortunately, no inlet/outlet pressure data was reported

in Marques et al. [63] so our simulations were run with the pressure data reported

in Figure 7.13.

Notice that our results indicate that the velocity wave form over one cardiac cycle
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Figure 7.14: Comparison of the velocity wave form between measurements reported
in Hozumi et al. [49] (top) and tour numerical simulations (bottom), for the three
different geometries of stenotic lesions.

does not change significantly between the three types of stenotic lesions, however, it

significantly increases in the stenotic region, as expected.

Figure 7.15 shows the numerically calculated streamlines for the 3 different stenotic

geometries, recorded near the peak pressure gradient, at t = 0.35 s. One can see that

for the type 2 stenotic geometry with a sharp distal (outflow) stenotic angle, the

post-stenotic region exhibits a larger and more pronounced recirculation zone and

stagnation points, which can be a pre-cursor for a propagation of stenotic lesion.
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Figure 7.15: Comparison of the velocity in the case of three different stenotic geome-
tries at t = 0.35 s.

Radial and Longitudinal Displacement. We simulated radial and longitudinal

displacement of the arterial wall proximal to stenosis and in the stenosed area for

the three different types of stenotic lesions, see Figure 7.16. We first observe that

the radial displacement in the stenosed area is smaller than the radial displacement

in the area proximal to the stenotic lesion, as expected. This is due to the local wall

stiffening which is associated with atherosclerosis, and is captured in our model by

the increase in the Young’s modulus at the location of stenosis. Another observation,

which is new and interesting, is that radial displacement does not show significant
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7.2. BLOOD FLOW THROUGH STENOSED CORONARY ARTERY

differences between the three types of the stenotic geometries. The most interesting

new observation, however, is that the longitudinal displacement is very different

for the three different stenotic geometries. In particular, the plots on the right in

Figure 7.16, show that the longitudinal displacement is largest in a coronary artery

with the type 3 stenotic lesion. This may indicate that type 3 geometry may be

associated with higher incidence of plaque rupture. Further research in this area is

needed to make that correlation.
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Figure 7.16: Radial and longitudinal displacement of the vessel wall proximal to
stenosis (top) and in the stenosed area (bottom).

Finally, we compared the magnitude of longitudinal displacement in a healthy

coronary artery with a coronary artery suffering from atherosclerosis (type 1 stenotic
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lesion). See Figure 7.17. The main motivation for this comes from a recent work
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Figure 7.17: Longitudinal displacement in a healthy and stenosed coronary artery.

by Svedlund et al. [85] in which it was demonstrated, using velocity vector imaging

(Vevostrain), that plaque burden in atherosclerotic arteries is associated with lower

total longitudinal wall motion. It was hypothesized that the main reason for this

observation is the reduced longitudinal tensile stress which is typical in local wall

thickening due to the higher hemodynamics stress. This phenomenon is captured in

our model by the increase in the Young’s modulus that affects both the magnitude

of radial as well as longitudinal wall motion, which can be seen by the form of

the coefficients in the Koiter shell model (2.21), (2.22), in which both the radial

and longitudinal stress coefficients depend on the Young’s (stiffness) modulus of the

structure.

142



Chapter 8
Discussion

In this thesis we proposed a new thin structure model capturing radial and longi-

tudinal displacement of arterial walls, and have designed a modification of a loosely

coupled partitioned scheme (the kinematically coupled scheme [46]) to numerically

simulate the resulting fluid-structure interaction problem between blood flow and

arterial walls. The proposed arterial wall model is given by the linearly viscoelas-

tic, cylindrical Koiter shell model. The fluid and structure are fully coupled using

the kinematic and dynamic coupling conditions. The new loosely coupled scheme,

called the kinematically coupled β-scheme, which is first-order accurate in time, and

second-order accurate in space, is based on a modified Lie splitting, which was shown

to be unconditionally stable. Several test problems were presented showing that the

newly proposed numerical scheme has accuracy which is comparable to that of the

monolithic scheme by Badia, Quaini, and Quarteroni [10, 76] while retaining the

main advantages of loosely coupled partitioned schemes such as modularity, easy
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implementation, and low computational costs (no sub-iterations between the fluid

and structure sub-solvers are necessary for convergence).

Application of the proposed model and scheme to a set of physiologically relevant

problems was investigated. We used the proposed numerical scheme to recreate

the radial and longitudional displacement in a healthy common carotid artery that

was measured using in vivo ultrasound speckle tracking techniques [28, 89]. Our

preliminary results show excellent agreement with experimental measurements not

only in the radial and longitudinal displacement, but also in the hysteresis behavior

due to viscoelasticity of vessel walls.

Furthermore, we modeled blood flow through a coronary artery suffering from

atherosclerosis. New results related to the behavior of longitudinal displacement were

obtained. More precisely, we showed that, unlike radial displacement, longitudinal

displacement in stenotic lesions is highly dependent on the stenotic geometry. In

particular, we showed that in type 3 stenotic geometry, the magnitude of longitudinal

displacement is largest, which may be associated with higher incidence of plaque

rupture. We also showed that longitudinal displacement in atherosclerotic arteries is

smaller than in healthy arteries, which is in line with the recent in vivo measurements

that associate plaque burden with reduced total longitudinal wall displacement [85].

The research presented in this thesis provides a first step in our effort to capture

multi-layered structure of arterial walls and their interaction with blood flow. In

modeling the intima-media/adventitia complex, the coupling between a thin shell

(intima) allowing radial and longitudinal displacement, and a thick structure (me-

dia/adventitia) is important. Development of the model presented in this thesis is
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crucial for this project. Our preliminary results show that the modified kinematically

coupled scheme proposed in this thesis is perfect for the numerical solution of such

a set of FSI problems. Research in this direction in under way.
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[67] B. Muha, S. Čanić, and M. Bukač. Analysis of the fluid-structure interaction
solution obtained using a loosely coupled partioned numerical scheme, In prepa-
ration (2012).

[68] C.M. Murea and S. Sy. A fast method for solving fluid-structure interaction
problems numerically. Int. J. Numer. Meth. Fl., 60(10):1149–1172, 2009.

[69] W.W. Nichols and F.O.R. Michael. McDonald’s blood flow in arteries: theoret-
ical, experimental and clinical principles. Hodder Arnold London, UK, 2005.

[70] F. Nobile. Numerical approximation of uidstructure interaction problems with
application to haemodynamics. PhD thesis, EPFL, Switzerland, 2001.

[71] F. Nobile and C. Vergara. An effective fluid-structure interaction formulation
for vascular dynamics by generalized Robin conditions. SIAM J. Sci. Comput.,
30:731–763, 2008.

[72] Inc Nucleus Medical Art. http://www.empowher.com/condition/coronary-
artery-disease/definition, 2009.
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