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ABSTRACT

In this dissertation, we are interested in meromorphic maps of a complete Kähler man-

ifold whose universal covering is biholomorphic to the ball in Cm into complex projective

manifolds. We first give a non-integrated defect for a meromorphic map of the above Kähler

manifold into Pn(C) intersecting hypersurfaces in general position and an application of

this non-intetgrated defect to the Gauss map of a complete regular submanifold of Cm.

We then focus on the uniqueness problem, i.e, to find how many hypersurfaces are

sufficient to uniquely determine a map which intersects them. The first result provides a

complement to the recent result of Min Ru on the defect relation for meromorphic mappings

from Cm into Pn(C) intersecting hypersurfaces in general position and the second provides

a complement to the result of H. Fujimoto on the unicity theorem for meromorphic maps

of a complete Kähler manifold into Pn(C).
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Chapter 1
Introduction and background

1.1 Preface

Nevanlinna theory is a branch of complex analysis which studies the image of meromorphic

maps between complex manifolds. Foundational results are found in classical complex

analysis. For example the well-known fundamental theorem of algebra states that: for

every complex polynomial P (z) of degree d and every complex number a, the equation

P (z) = a has d solutions on the complex plane, counting multiplicities. The little Picard

Theorem, viewed as a generalization of the above theorem, states that: If a meromorphic

function f (or equivalently a holomorphic mapping f : C → P1(C) = C ∪ {∞} )omits

three distinct points in C ∪ {∞}, then f must be constant. In 1929, by introducing the

functions Tf (r), Nf (r,∞) and mf (r,∞) (See below for definitions), R. Nevanlinna gave

a quantitative version of the little Picard Theorem by establishing the so-called Second

Main Theorem for Meromorphic Functions. It was then extended by H. Cartan and L.

Ahlfors to case of meromorphic maps from Cm into Pn(C) intersecting hyperplanes, and
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1.1. PREFACE

recently by Min Ru to the hypersurface case. The above mentioned Nevanlinna theory

generally works for meromorphic maps either on a parabolic-type complex manifolds, or

on the ball B(R) ⊂ Cm with the growth condition limr−→R sup
Tf (r, r0)

log 1/(R− r)
=∞, where

Tf (r, r0) is the growth function of f . Example of the value distribution of the Gauss map

of a complete minimal surface on the disc ∆(R) shows that this growth condition isn’t

always satisfied i.e, limr−→R
Tf (r,r0)

log 1/(R−r) may be finite. To deal with this case, a new theory

is needed. In this dissertation we develop a Nevanlinna theory for meromorphic mappings

on a (non-parabolic-type) Kähler manifold M with a complete metric into Pn(C). In order

to develop a Nevanlinna theory for the above mentioned Kähler manifold, we assume the

following growth condition for f : there exists a nonzero bounded continuous real-valued

function h on M such that ρΩf +
√
−1

2π
∂∂̄ log h2 ≥ Ric ω for some non-negative constant

ρ, where Ωf is the pull-back of the Fubini-Study metric on Pn(C) and Ric ω is the Ricci

form of the Kähler form ω. Using this new theory, we were able to give an extension (see

Theorem 2.1.6) of the defect relation for hypersurfaces given by M. Ru in [16]. We also gave

an application of our extension result to the Gauss map of a complete regular submanifold

of Cm (see Theorem 2.3.2).

Another remarkable result of Nevanlinna is the following identity result: If a1, ..., a5

are distinct points of the Riemann sphere, and f, g are non-constant meromorphic func-

tions with f−1(ai) = g−1(ai) for each i = 1, ..., 5, then f ≡ g. In the higher dimensional

generalization of Nevanlinna theory, the problem of extending these results has attracted

attention; most of which involve intersections of holomorphic maps with hyperplanes in

projective space. For example H. Fujimoto gave an extension of the uniqueness theorem to

meromorphic mappings of a complete kähler manifold whose universal covering is biholo-

morphic to the ball in Cm into Pn(C) which intersect hyperplanes (cf. [11]). In this thesis,

we generalized Fujimoto’s result to the case where the map intersects with hypersurfaces

2



1.2. NEVANLINNA THEORY OF MEROMORPHIC FUNCTIONS ON THE DISC
∆(R) ⊆ C

instead hyperplanes (see Theorem 2.2.2).

In Chapter 1, we review the relevent topics in complex analysis and geometry that

are fundamental to our approach. In Chapter 2, we consider meromorphic maps on M

into projective space. We will prove a non-integrated defect relation for meromorphic

maps of complete Kähler manifold under the assumption that the universal covering is

biholomorphic to a ball in Cm. We then give a uniqueness theorem of meromorphic maps

on M into projective space. We end the chapter with the non-integrated defect for the

special case of the Gauss map of a complete regular submanifold of Cm.

1.2 Nevanlinna theory of meromorphic functions on the disc

∆(R) ⊆ C

In this section we recall the fundamental ideas of Nevanlinna theory of meromorphic func-

tions. We consider holomorphic maps f : C −→M , where C is the complex number plane

and M is a complex manifold. In particular, it asks when is f forced to be constant. An

example is taking M as a disc of finite radius. In this case, the classical Liouville’s theorem

says that every holomorphic map sending C into the disc must be constant. In this chapter,

we consider the case where M = P1(C) , the complex projective space of dimension 1.

The fundamental tool of this subject is the measurement of the growth of the map f .

Given an entire function, there are two ways of measuring its rate of growth-its maximum

modulus on the disc of radius r (viewed as a function of r) and the maximum number

of times it takes a value in the image on the disc. Unfortunately, the maximum modulus

doesn’t work for meromorphic function since it may become infinite at some finite values

of r. R. Nevanlinna found the right substitute for the maximum modulus by introducing

3



1.2. NEVANLINNA THEORY OF MEROMORPHIC FUNCTIONS ON THE DISC
∆(R) ⊆ C

the characteristic function Tf (r) to measure the growth of f (see [1]). In this section,

we’ll recall Nevanlinna’s First and Second Main Theorem for meromorphic functions with

application to the uniqueness problem.

1.2.1 The first main theorem

We begin by recalling the following well-known Poisson-Jensen formula in classical complex

analysis. The proof can be found in [17].

Theorem 1.2.1 ( Poisson-Jensen Formula) Let f 6≡ 0 be a meromorphic function on

the closed disc D(R), R < ∞. Let a1, ..., aq denote the zeros of f in D(R), counting

multiplicities, and b1, ..., bq denote the poles of f in D(R), also counting multiplicities.

Then for any z, with |z| < R, which is not a zero or a pole, we have

log |f(z)| =
∫ 2π

0

R2 − |z|2

|Reiθ − z|2
log |f(Reiθ)|dθ

2π

−
p∑
i=1

log
∣∣∣ R2 − aiz
R(z − ai)

∣∣∣+
q∑
j=1

log
∣∣∣ R2 − bjz
R(z − bj)

∣∣∣.

Let z0 ∈ D(R). If f(z) = c(z − z0)m + ..., where c is the leading nonzero coefficient,

then m is called the order of f at z0 and is denoted by ordz0f.

Corollary 1.2.2 (Jensen Formula) Let f 6≡ 0 be a meromorphic function on the closed

disc D(R), R < ∞. Let a1, ..., aq denote the zeros of f in D(R) − {0}, counting multi-

plicities, and b1, ..., bq denote the poles of f in D(R) − {0}, also counting multiplicities.

Then

log |cf | =
∫ 2π

0
log |f(Reiθ)|dθ

2π
−

p∑
i=1

log
∣∣∣R
ai

∣∣∣+
q∑
j=1

log
∣∣∣R
bj

∣∣∣− (ord0f) logR,

4
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where f(z) = cfz
ord0f + ..., ord0f ∈ Z, and cf is the leading nonzero coefficient.

Proof: Consider the function fz−ord0f . Then applying theorem 1.2.1 to it at z = 0 gives

the corollary. �

We now proceed to define Nevanlinna functions. Let f be a meromorphic function on

the closed disc D(R), 0 < R ≤ ∞ and let 0 < r < R. Denote the number of poles of f on

the closed disc D(R) by nf (r,∞), counting multiplicity. We define the counting function

Nf (r,∞) to be

Nf (r,∞) = nf (0,∞) log(r) +
∫ r

0

nf (t,∞)− nf (0,∞)
t

dt,

where nf (0,∞) is the multiplicity if f has a pole at z = 0. If a ∈ C, define the counting

function with respect to a by

Nf (r, a) = N 1
f−a

(r,∞).

By the definition of the Lebesgue-Stieltjes integral, we have

Nf (r, 0) = (ord+
0 f) log r +

∑
z∈D(r)z 6=0

(ord+
z f) log

∣∣∣r
z

∣∣∣.
where ord+

z f = max{0, ordzf} is the multiplicity of the zero at z. We note that Nf (r, a)

measures how many times f takes the value a. Define the proximity function mf (r,∞) by

mf (r,∞) =
∫ 2π

0
log+ |f(reiθ)|dθ

2π
,

where log+(x) = max(0, log x). For a complex number a, we define mf (r, a) = m 1
f−a

(r,∞).

The proximity function measures, on average, how close f is to a in the disk of radius r.

Finally, we let

Tf (r) = Nf (r,∞) +mf (r,∞).

5



1.2. NEVANLINNA THEORY OF MEROMORPHIC FUNCTIONS ON THE DISC
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The function Tf (r) is called Nevanlinna’s characteristic function. The fundamental idea

in Nevanlinna theory is that the growth of the characteristic function carries considerable

information about the meromorphic function f . Thus, producing bounds for Tf (r) can

be translated into statements about f . For example, Tf (r) = O(1) if and only if f is

a constant, and Tf (r) = O(log(r)) if and only if f is a rational function. Consequently,

one must develop techniques for estimating the characteristic function. Nevanlinna’s main

results show that in fact Tf (r) can be estimated using the counting and proximity functions.

We now state the First Main Theorem.

Theorem 1.2.3 (first main theorem) Suppose f 6≡ 0 be a meromorphic function on the

closed disk D(R), R ≤ ∞. Then, for any 0 ≤ r < R,

(i) Tf (r) = Nf (r, 0) +mf (r, 0) + log |cf |.

Given a complex number a,

(ii) |Tf (r)−mf (r, a)−Nf (r, a)| ≤ | log |c1/(f−a)|+ log+ |a|+ log 2|,

where c1/(f−a) is the leading nonzero coefficient in the Taylor expansion of 1/(f−a) around

0.

Proof: First note that Jensen Formula can be rewritten as

log |cf | =
∫ 2π

0
log |f(reiθ)|dθ

2π
−

∑
z∈D(r),z 6=0

(ordzf) log
∣∣∣r
z

∣∣∣− (ord0f) log r

=
∫ 2π

0
log |f(reiθ)|dθ

2π
+Nf (r,∞)−Nf (r, 0)

=
∫ 2π

0
log |f(reiθ)|dθ

2π
+ Tf (r)−mf (r,∞)−Nf (r, 0). (1.1)

Now if log |f(reiθ)| > 0, then f > 1 , 1/f < 1 and

6
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∫ 2π
0 log |f(reiθ)| dθ2π −mf (r,∞) = 0 = mf (r, 0).

If log |f(reiθ)| < 0, then f < 1, 1/f > 1, mf (r,∞) = 0 andmf (r, 0) = −
∫ 2π

0 log |f(reiθ)| dθ2π .

Plug in these into (1.1) gives (i).

To prove (ii), we consider the function 1/(f − a) and apply Jensen Formula to it to

get:

log |c1/(f−a)| =
∫ 2π

0
log

1
|f(reiθ)− a|

dθ

2π
+N1/(f−a)(r,∞)−N(f−a)(r, 0).

Since log x = log+ x− log+(1/x), we have that

log |c1/(f−a)| =
∫ 2π

0
log+ 1

|f(reiθ)− a|
dθ

2π
−
∫ 2π

0
log+ |f(reiθ)− a|dθ

2π
+

Nf (r, a)−Nf (r,∞).

Thus ∫ 2π

0
log+ |f(reiθ)− a|dθ

2π
= mf (r, a)−Nf (r,∞) +Nf (r, a)− log |c1/(f−a)|.

Now, we note that for positive numbers x and y, we have

log+ |(x+ y)| ≤ log+ 2 max{x, y} ≤ log+ |x|+ log+ |y|+ log 2.

So

| log+ |(x+ y)| − log+ |x|| ≤ log+ |y|+ log 2.

Therefore

|Tf (r)−mf (r, a)−Nf (r, a) + log |c1/(f−a)|| ≤ log+ a+ log 2.

and (ii) follows. �

The First Main Theorem states that Tf (r) = mf (r, a) + Nf (r, a) + O(1). It gives an

upper bound for Nf (r, a) in terms of Tf (r), hence on the number of times f takes on

7
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the value a. Our next goal is to prove the Second Main Theorem which will provide a

lower bound for Nf (r, a) in terms of Tf (r). To do so, we first introduce the ”logarithmic

derivative lemma“.

1.2.2 The logarithmic derivative lemma

This section is concerned with the logarithmic derivative lemma as presented in [17].

Theorem 1.2.4 (Gol’dberg-Grinshtein estimate)

Let f be a meromorphic function on D(R), 0 < R ≤ ∞, and let 0 < α < 1, then , for

r0 < r < ρ < R, we have∫ 2π

0

∣∣∣ f ′(reiθ)

f(reiθ)

∣∣∣α dθ
2π
≤ 2α

( ρ

r(ρ− r)

)α
(2Tf (ρ)− log |cf |)α

+2α+4sec(απ/2)
( ρ

r(ρ− r)

)α(
Tf (ρ) + |ord0f | log+ 1

r0

)α
,

where f(z) = cfz
ord0f + ..., ord0f ∈ Z, and cf is the leading nonzero coefficient.

Lemma 1.2.5 (Borel’s growth lemma)

Let F (r) be a positive, non decreasing, continuous function defined on [r0,∞) with r0 ≥ e

such that F (r) ≥ e on [r0,∞). Then, for every ε > 0, there exists a closed set E ⊂ [r0,∞)

of finite Lebesgue measure such that if we set ρ = r + 1
log1+ε F (r)

for all r ≥ r0 and not in

E, we have

logF (ρ) ≤ logF (r) + 1

and

log+ ρ

r(ρ− r)
≤ (1 + ε) log+ logF (r) + log 2.

8



1.2. NEVANLINNA THEORY OF MEROMORPHIC FUNCTIONS ON THE DISC
∆(R) ⊆ C

Theorem 1.2.6 (lemma on the logarithmic derivative)

Let f be a non-constant meromorphic function on C. Assume that Tf (r0) ≥ e for some r0.

Then, for any ε > 0, the inequality

mf ′/f (r,∞) ≤ log Tf (r) + (1 + ε) log+ Tf (r) + C

holds for all r ≥ r0 outside a set E ⊂ (0,+∞) with finite Lebesgue measure, where C is a

constant which depends only on f.

Proof: Using the concavity of the log+ function, we have for α > 0

mf ′/f (r,∞) =
1
α

∫ 2π

0
log+

∣∣∣f ′(reiθ)
f(reiθ)

∣∣∣α dθ
2π
≤ 1
α

log+

∫ 2π

0

∣∣∣f ′(reiθ)
f(reiθ)

∣∣∣α dθ
2π
. (1.2)

We now apply Lemma 1.2.5 with ρ = r + 1
log1+ε Tf (r)

to the function F (r) = Tf (r) to get

that, for every r ≥ r0 not in the set E,

log Tf (ρ) ≤ log Tf (r) + 1

and

log+ ρ

r(ρ− r)
≤ (1 + ε) log+ log Tf (r) + log 2.

9
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By theorem 1.2.4, we have

mf ′/f (r,∞) ≤ 1
α

log+
{

2α
( ρ

r(ρ− r)

)α
(2Tf (ρ)− log |cf |)α

+ 2α+4sec(απ/2)
( ρ

r(ρ− r)

)α(
Tf (ρ) + |ord0f | log+ 1

r0

)α}
≤ 1
α

log+
( ρ

r(ρ− r)

)α
+

1
α

log+
{

2α(2Tf (ρ)− log |cf |)α+

2α+4sec(απ/2)
(
Tf (ρ) + |ord0f | log+ 1

r0

)α}
+ log 2

≤ log+ ρ

r(ρ− r)
+ log+ Tf (ρ) + C

≤ (1 + ε) log+ log Tf (r) + log+ Tf (r) + C.

The theorem follows since r ≥ r0 and Tf (r0) ≥ e. �

1.2.3 The second main theorem

For a meromorphic function f , we define a ramification term Nram(f)(r) = Nf ′(r, 0) +

2Nf (r,∞) − Nf ′(r,∞). Using this, we now introduce a much more subtle and powerful

estimate for Tf (r).

Theorem 1.2.7 (The second main theorem) Suppose a1, ..., aq are distinct complex num-

bers, and f is a non-constant meromorphic function on B(R) ⊆ C; 0 < R ≤ ∞. Then for

every ε > 0, the inequality

(q − 1)Tf (r) +Nram(f)(r)

≤
q∑
j=1

Nf (r, aj) +Nf (r,∞) + log Tf (r) + (1 + ε) log+ log Tf (r) +O(1),

holds for r ≥ r0 outside of a set E ⊂ (0,+∞) of finite Lebesgue measure.

10
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Proof: Let δ = mini 6=j{|ai−aj |, 1}. For each z with f(z) 6=∞ and f(z) 6= aj for 1 ≤ j ≤ q,

let j0 be the index among {1, 2, ..., q}, such that

|f(z)− aj0 | ≤ |f(z)− aj | for all 1 ≤ j ≤ q.

Then for j 6= j0, by the triangle inequality, |f(z)− aj | ≥ δ/2. Thus, for j 6= jo,

log+ |f(z)| ≤ log+ |f(z)− aj |+ log+ |aj |+ log 2

= log |f(z)− aj |+ log+ 1
|f(z)− aj |

+ log+ |aj |+ log 2

≤ log |f(z)− aj |+ log+ δ/2 + log+ |aj |+ log 2.

Therefore

(q − 1) log+ |f(z)| ≤
∑
j 6=j0

log |f(z)− aj |+
q∑
j=1

log+ |aj |+ (q − 1)(log+ 2
δ

log 2).

Now

∑
j 6=j0

log |f(z)− aj | =
q∑
j=1

log |f(z)− aj | − log |f ′(z)|+ log
|f ′(z)|

|f(z)− aj0 |

≤
q∑
j=1

log |f(z)− aj | − log |f ′(z)|+ log
( q∑
j=1

|f ′(z)|
|f(z)− aj |

)
.

Thus

(q − 1) log+ |f(z)| ≤
q∑
j=1

log |f(z)− aj | − log |f ′(z)|+ log
( q∑
j=1

|f ′(z)|
|f(z)− aj |

)
+

q∑
j=1

log+ |aj |+ (q − 1)(log+ 2
δ

+ log 2).

Now, we set z = reiθ and integrate with respect to θ to get

(q − 1)mf (r,∞) ≤
q∑
j=1

∫ 2π

0
log |f(reiθ)− aj |

dθ

2π
−
∫ 2π

0
log |f ′(reiθ)|dθ

2π
+

∫ 2π

0
log
( q∑
j=1

|f ′(reiθ)|
|f(reiθ)− aj |

)dθ
2π

+O(1).

11
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From Jensen formula, we have∫ 2π

0
log |f(reiθ)− aj |

dθ

2π
= Nf (r, aj)−Nf (r,∞) + log |cf−aj |,

and ∫ 2π

0
log |f ′(reiθ)|dθ

2π
= Nf ′(r, 0)−Nf ′(r,∞) + log |cf ′ |.

Thus, the last inequality above becomes

(q − 1)mf (r,∞)−
q∑
j=1

Nf (r, aj) + qNf (r,∞) +Nf ′(r, 0)−Nf ′(r,∞)

≤
∫ 2π

0
log
( q∑
j=1

|f ′(reiθ)|
|f(reiθ)− aj |

)dθ
2π

+
q∑
j=1

log+ |aj |+ (q − 1)(log+ 2
δ

+ log 2)+

q∑
j=1

log |cf−aj | − log |cf ′ |. (1.3)

By the first main theorem and the definition of Nram,f (r), the left hand side of (1.3) is

(q − 1)Tf (r) +Nram,f (r)−
q∑
j=1

Nf (r, aj)−Nf (r,∞).

To complete the proof, we’ll now estimate∫ 2π

0
log
( q∑
j=1

|f ′(reiθ)|
|f(reiθ)− aj |

)dθ
2π
.

Let α be a real number between 0 and 1. Then∫ 2π

0
log
( q∑
j=1

|f ′(reiθ)|
|f(reiθ)− aj |

)dθ
2π

=
1
α

∫ 2π

0
log
( q∑
j=1

|f ′(reiθ)|
|f(reiθ)− aj |

)α dθ
2π

≤ 1
α

∫ 2π

0
log
( q∑
j=1

∣∣∣ f ′(reiθ)
f(reiθ)− aj

∣∣∣α)dθ
2π

≤ 1
α

log
( q∑
j=1

∫ 2π

0

∣∣∣ f ′(reiθ)
f(reiθ)− aj

∣∣∣α)dθ
2π

where we have used the concavity of the logarithm and the inequality (
∑

j aj)
α ≤

∑
j a

α
j

for positive numbers aj and α, 1 < α < 1.
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By theorem 1.2.4 and using the fact that log+(x+ y) ≤ log+ x+ log+ y, we have

log
( q∑
j=1

∫ 2π

0

∣∣∣ f ′(reiθ)
f(reiθ)− aj

∣∣∣α dθ
2π

)
≤ log

q∑
j=1

{
2α
( ρ

r(ρ− r)

)α
(2Tf−aj (ρ)− log |cf−aj |)

α

+2α+3sec(απ/2)
( ρ

r(ρ− r)

)α(
2Tf−aj (ρ) + 2|ord0(f − aj)| log+ 1

r0

)α}
≤ α log

( ρ

r(ρ− r)

)
+ α log

q∑
j=1

2Tf−aj (ρ) + αC(α)

≤ α log+
( ρ

r(ρ− r)

)
+ α log+

q∑
j=1

2Tf−aj (ρ) + αC(α),

where C(α) is a constant depending on α. We now apply Lemma 1.2.5 with ρ = r +

1
log1+ε Tf (r)

to the function F (r) = Tf (r) to get that, for every r ≥ r0 not in the set E,

log Tf (ρ) ≤ log Tf (r) + 1

and

log+ ρ

r(ρ− r)
≤ (1 + ε) log+ log Tf (r) + log 2.

It then follows that for r ≥ r0 not in E,

log+
( ρ

r(ρ− r)

)
+ log+

q∑
j=1

2Tf−aj (ρ) + C(α)

≤ (1 + ε) log+ log Tf (r) + log+ max
1≤j≤q

{2Tf−aj (ρ)}+ C(α)

≤ (1 + ε) log+ log Tf (r) + log 2Tf (ρ) + C(α)

≤ (1 + ε) log+ log Tf (r) + log Tf (ρ) + C(α)

≤ (1 + ε) log+ log Tf (r) + log Tf (r) + C(α).

13
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Therefore (1.3) becomes

(q − 1)Tf (r) +Nram,f (r)−
q∑
j=1

Nf (r, aj)−Nf (r,∞) ≤

(1 + ε) log+ log Tf (r) + log Tf (r) +O(1).

The proof of the theorem is therefore completed. �

An appropriate version of the second main theorem will be used for our proves. In

this situation it is necessary to have a version of this theorem which involves the so-called

truncated counting functions. We define n(k)
f (r,∞) by counting all poles with multiplicity

greater than k as pole with multiplicity k. We define N (k)
f (r,∞) accordingly. Then the

second main theorem can be used to deduce the following inequality:

Theorem 1.2.8 (second main theorem with truncation) let a1, ..., aq be complex numbers

and f be as in theorem 1.2.7, then for every ε > 0, the inequality

(q − 1)Tf (r) ≤
q∑
j=1

N
(1)
f (r, aj) +N

(1)
f (r,∞)+

(1 + ε) log+ log Tf (r) + log Tf (r) +O(1),

holds for all r ≥ r0 outside a set E ⊂ (0,∞) with finite lebesgue measure.

Proof: We note first that
q∑
j=1

Nf (r, aj) +Nf (r,∞)−Nram,f (r) ≤
q∑
j=1

N
(1)
f (r, aj) +N

(1)
f (r,∞).

From this theorem 1.2.8 follows. �

Corollary 1.2.9 (Picard’s theorem) If a meromorphic function f on C omits three distinct

points a1, a2, a3 ∈ C ∪ {∞}, then f must be constant.

14
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Proof: We’ll prove that if f is not constant, then we have a contradiction. Indeed, if f is

assumed nonconstant, then by theorem 1.2.7, we have

3Tf (r)−
3∑
j=1

Nf (r, aj) +Nram,f (r) ≤ Tf (r) +Nf (r,∞)+

(1 + ε) log+ log Tf (r) + log Tf (r) +O(1).

Using the fact that Nram,f (r) ≥ 0 and Nf (r,∞) ≤ Tf (r), we have

3∑
j=1

mf (r, aj) ≤ 2Tf (r) + (1 + ε) log+ log Tf (r) + log Tf (r) +O(1)

holds outside a set E ⊂ (0,+∞) of finite Lebesgue measure. However since f omits the

points ajs, we have that mf (r, aj) = Tf (r) +O(1). Thus

3Tf (r) ≤ 2Tf (r) + (1 + ε) log+ log Tf (r) + log Tf (r) +O(1),

which is a contradiction since log x < x for positve number x. �

We now recall from elementary complex analysis the identity theorem.

Theorem 1.2.10 Suppose f, g : D −→ C are holomorphic on a domain D ⊂ Cm, and

f = g on some set Z ⊂ D with a limit point in D. Then, f ≡ g.

Proof: Set h = f − g. We must show that h ≡ 0. Let A = {z ∈ D|h(n)(z) = 0 for all n}

. We show that A is non-empty. Let a be a limit point of Z. Then there is a sequence

{zn} ⊂ Z so that zn 6= a, zn → a, and h(zn) = 0 for all n. Write

h(z) =
∞∑
j=0

cj(z − a)j .

Then, we have that −c0 =
∑∞

j=1 cj(zn − a)j → 0 as n → ∞. Hence, c0 = 0. Suppose we

have that c0 = ... = ck = 0. Then we can write

0 = h(zn) = (zn − a)k+1(ck+1 + ck+2(zn − a)...).

15
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Since zn − a is not zero, by passing to the limit again we see that ck+1 = 0. Thus, by

induction all coefficients vanish, hence all derivatives at a vanish, proving A is non-empty.

We note that by continuity, A is closed. If z0 ∈ A, then in a neighborhood of z0 we can

write

h(z) =
∞∑
j=0

aj(z − z0)j .

We then have all aj = 0 since z0 ∈ A; hence, the entire neighborhood is contained in A,

which shows that A is open. By connectedness h must vanish identically on D. �

To prove our uniqueness result our approach shall be to prove that the two functions in

question f and g say, agree locally. In the higher dimensional setting this is still sufficient

to conclude that f ≡ g by vertue of the following identity theorem.

Theorem 1.2.11 (Identity theorem) Suppose f, g : S −→M are holomorphic, where S is

a connected Riemann surface and M a complex n−manifold. If there is an open set U ⊂ S

so that f = g on U then f ≡ g.

Proof:

First we note that if the condition is satisfied for f, g : D −→ Cm, where D ⊂ C is a

domain, then f ≡ g by the previous theorem (since they are equal componentwise). Now,

let R denote the subset of S consisting of those points which have a neighborhood on which

f = g. By assumption R is non-empty and it is clear that R is open. We further claim that

R is closed. Suppose p is a point in closure of R. By continuity f(p) = g(p). Let V ⊂ S

and W ⊂M be connected coordinate neighborhoods with f(V ) and g(V ) contained in W .

By composing with coordinate charts we may view f, g : V ⊂ C −→W ⊂ Cm. Then since

V ′ = V ∩R is open and non-empty, f = g on V ′ and V is connected. It then follows that

16
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f = g on V . Thus p ∈ R and hence, R is closed. By hypothesis, R is non-empty, hence

R = S since S is connected. Thus f ≡ g. �

Remark 1.2.12 In fact, the statement above is true if S is any connected complex mani-

fold, not merely a Riemann surface.

We now use the above machinery to give the proof to Nevanlinna five points uniqueness

theorem.

Theorem 1.2.13 (Nevanlinna five points uniqueness theorem) If a1, ..., a5 are distinct

points of the Riemann sphere, and f, g are non-constant meromorphic functions with

f−1(ai) = g−1(ai) for each i = 1, ..., 5, then f ≡ g.

Proof: Suppose f−1(aj) = g−1(aj) for j = 1, ..., 5, but f is not identical to g. By the

Second Main Theorem with truncation, we have:

3Tf (r) ≤
5∑
j=1

N
(1)
f (r, aj) +O(log Tf (r)),

3Tg(r) ≤
5∑
j=1

N (1)
g (r, aj) +O(log Tg(r)).

Adding these two inequalities we obtain:

3(Tf (r) + Tg(r)) ≤
5∑
j=1

(N (1)
f (r, aj) +N (1)

g (r, aj)) +O(log Tf (r) + log Tg(r)).

Since f−1(aj) = g−1(aj), we obtain
∑5

j=1N
(1)
f (r, aj) ≤ Nf−g(r, 0) and similarly for g.

Hence,

3(Tf (r) + Tg(r)) ≤ 2Nf−g(r, 0) +O(log Tf (r) + log Tg(r)).
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But Nf−g(r, 0) ≤ Tf−g(r) + O(1) ≤ Tf (r) + Tg(r) + O(1), and so the inequality above

implies

Tf (r) + Tg(r) ≤ O(log Tf (r) + log Tg(r)),

which is a contradiction since f and g are not constant. Thus f ≡ g. �

1.3 Nevanlinna theory of meromorphic maps on the ball

B(R) ⊆ Cm into complex projective spaces

In this section, we will introduce Nevanlinna theory for meromorphic mappings on the ball

B(R) ⊆ Cm, 0 < R ≤ ∞. There are two approaches in extending Nevanlinna theory for

holomorphic curves in Pn(C). One is given by H. Cartan and the other is given by Ahlfors.

We’ll follow Cartan’s approach which uses the logarithmic derivative lemma.

By a divisor on a domain G in Cm we mean a map ν of G into Z such that, for each

z0 ∈ G, there are nonzero holomorphic functions h and g on a connected neighborhood

U(⊂ G) of z0 so that ν(z) = ν0
h(z) − ν0

g (z) for each z ∈ U outside an analytic set of

dimension ≤ m− 2. Two divisors are regarded as the same if they are identical outside an

analytic set of dimension ≤ m− 2.

Take a nonzero meromorphic function ϕ on a domain G in Cm . For each z0 ∈ G, we

choose nonzero holomorphic functions g and h on a neighborhood U(⊂ G) of z0 such that

ϕ = g
h on U and dim(f−1(0)∪ g−1(0)) ≤ m− 2, we define ν∞ϕ := νh, νaϕ := νg−ah for a ∈ C

and νϕ = ν0
ϕ − ν∞ϕ , which are independent of the choices of h and g and so is globally

well-defined on G. Let f be a meromorphic map of B(R0) ⊆ Cm into Pn(C). We take

holomorphic functions f0, f1, . . . , fn such that If := {z ∈ B(R0), f0(z) = · · · = fn(z) = 0}
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is of dimension at most m− 2. Then, f(z) = [f0(z) : · · · : fn(z)] on B(R0)− If in terms of

homogeneous coordinates [w0 : · · · : wn] on Pn(C) is called a reduced representation.

For z = (z1, ..., zm) ∈ Cm we set ‖z‖= (|z1|2 + · · · + |zm|2)1/2 and define B(r) = {z ∈

Cm :‖z‖ < r}, S(r) = {z ∈ Cm :‖z‖ = r} for 0 < r < +∞. Define

σm := dc log‖z‖2 ∧ (ddc log‖z‖2)m−1 on Cm − {0},

vl := (ddc‖z‖2)l for 1 ≤ l ≤ m.

Let f(z) = [f0(z) : · · · : fn(z)] be a reduced representation of f . Set ‖f‖ :=
(
|f0|2 + · · ·+ |fn|2

)1/2.

Then the pullback of the normalized Fubini-Study metric form Ω on Pn(C) by f is given

by

Ωf = ddc log‖f‖2.

Fix r0 < R0, the characteristic function of f is defined by

Tf (r, r0) =
∫ r

r0

dt

t2m−1

∫
B(t)

Ωf ∧ vm−1 (0 < r0 < r < R0).

We then have (see [23], p. 251-255),

Tf (r, r0) =
∫
S(r)

log‖f‖σm −
∫
S(r0)

log‖f‖σm.

Let µ0 be a positive integer or ∞ and ν be a divisor on a domain B(R0) ⊆ Cm. Set

|ν| = {z ∈ B(R0) : ν(z) 6= 0}. We define the counting function of ν truncated by µ0 by

N [µ0]
ν (r0, r) =

∫ r

r0

n[µ0](t)
t

dt

where

n[µ0](t) = 1
t2m−2

∫
|ν|∩B(t) min{ν, µ0}vm−1 if m ≥ 2,

19



1.3. NEVANLINNA THEORY OF MEROMORPHIC MAPS ON THE BALL
B(R) ⊆ CM INTO COMPLEX PROJECTIVE SPACES

n[µ0](t) =
∑
|z|≤t min{ν(z), µ0} if m = 1.

Consider a hyperplane

H : a0w0 + ...+ anwn = 0

in Pn(C), where A = (a0, ..., an) 6= (0, ..., 0). Setting

ψf (H)(z) :=
‖f‖‖A‖

|a0f0 + ...+ anfn|
,

we define the proximity function of H by

mf (r,H) :=
∫
S(r)

log |ψf (H)|σm −
∫
S(1)

log |ψf (H)|σm.

The First Main Theorem is then stated as follows:

Theorem 1.3.1 Tf (r) = N(r,H) +mf (r,H) for all hyperplanes H.

1.3.1 The lemma of the logarithmic derivative and the generalized Wron-

skian

Let ϕ(z1, ..., zm) be a nonzero meromorphic function on B(R0), 0 < R0 ≤ +∞. For

a set α = (α1, ..., αm) of integers αi ≥ 0 and z = (z1, ..., zm) ∈ Cm, we set α! =

α1!α2!...αm! |α| = α1 + ... + αm zα := zα1
1 ...zαmm and Dαϕ = Dα1

1 ...Dαm
m ϕ, where

Diϕ = (∂/∂zi)ϕ.

The purpose of this section is to prove the following lemma of the logarithmic derivative.

Theorem 1.3.2 (See [9],Theorem 3.1) Let φ be a meromorphic function on B(R0) and

let α = (α1, ..., αm) 6= (0, ..., 0), 0 < r0 < R0 and take positive numbers p, p′ such that
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0 < p|α| < p′ < 1. Then for r0 < r < R < R0,∫
S(r)

∣∣∣zα(Dαφ/φ)(z)
∣∣∣pσm(z) ≤ K

(R2m−1

R− r
Tφ(R, r0)

)p′
.

Before proving this, we give the following Corollary to the Theorem, which is essentially

the same as the lemma of logarithmic derivative in several variables given by Vitter (see

[21]).

Corollary 1.3.3 (See [9], Corollary 3.2) Let α = (α1, ..., αm) 6= (0, ..., 0), and 0 < r0 <

R0. For r0 < r < R < R0 we have,∫
S(r)

log+
∣∣∣(Dαϕ

ϕ

)
(z)
∣∣∣σm(z) ≤ K log+

(R2m−1

R− r
Tϕ(R, r0)

)
.

For the proof of the theorem, we recall some known facts.

Lemma 1.3.4 ([10], Lemma 2.5) Let r > 0 and 0 < p < 1. For every a ∈ C, we have

1
2π

∫ 2π

0

rp

|reiθ − a|p
dθ ≤ 2− p

2(1− p)
.

For z = (z1, ..., zm) ∈ Cm set η = (z1, ..., zm−1), ζ = zm, z = (η, ζ) and |η| =

(|z1|2 + ...+ |zm−1|2)1/2.

Lemma 1.3.5 ([3], P.35) Let h be an integrable function on S(r) (r > 0). Then∫
S(r)

hσm =
1

r2m−2

∫
B(r)

vm−1(η)
∫
|ζ|=
√
r2−|η|2

h(η, ζ)σ1(ζ)

where B(r) := {η ∈ Cm−1 : |η| < r}.
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For a nonzero meromorphic function ϕ on B(R0), there exists a subset E of B(R0) of

measure zero such that for each η ∈ B(R0)\E a meromorphic function (ϕ|η)(ζ) = ϕ(η, ζ)

is well defined on {ζ ∈ C : |ζ| <
√
R2

0 − |η|2}.

Lemma 1.3.6 ([3], p.37) For each a ∈ P1(C) and 0 < r < R0 we have

1
r2m−2

∫
B(r)�E

nνa
ϕ|η

(
√
r2 − |η|2)vm−1(η) ≤ nνaϕ(r).

We now prove the following:

Lemma 1.3.7 ([9], Lemma 3.8) Let 0 < p̃ < 1 and 0 < r < ρ < R0. For every η ∈

B(r)\E, we have∫
|ζ|=
√
r2−|η|2

∣∣∣ζ(∂ϕ
∂ζ
�ϕ
)

(η, ζ)
∣∣∣p̃σ1(ζ) ≤

( ρ

ρ− r

∫
|ζ|=
√
ρ2−|η|2

| log |ϕ(η, ζ)||σ1(ζ)
)p̃

+K(nν0
ϕ
(
√
ρ2 − |η|2) + nν∞ϕ (

√
ρ2 − |η|2)).

Proof: We may assume that ϕ(ζ) 6= 0, on {ζ : |ζ| =
√
ρ2 − |η|2}, because each term is

continuous in ρ. By differentiating the equation in Theorem 1.2.1 applied to the function

ϕ|η and R = ρ̃ :=
√
ρ2 − |η|2, we obtain(∂ϕ

∂ζ
�ϕ
)

(η, ζ) =
ρ̃

π

∫ 2π

0

log |ϕ(η, ζ)|eiφ

(ρ̃eiφ − ζ)2
dφ−

∑
|u|≤ρ̃

νϕ|η(u)
{ 1
u− ζ

− ū

ρ̃2 − ūζ

}
.

Therefore, ∣∣∣ζ(∂ϕ
∂ζ
�ϕ
)

(η, ζ)
∣∣∣p̃ ≤ (2ρ̃|ζ|

∫
|u|≤ρ̃

| log |ϕ(η, ζ)||
|u− ζ|2

σ1(u)
)p̃

+

∑
|u|≤ρ̃

(ν0
ϕ|η(u) + ν∞ϕ|η(u))

(( |ζ|
|u− ζ|

)p̃
+
( |ζ||u|
|ρ̃2 − uζ|

)p̃)
.
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Integrating this and using Lemma 1.3.7, we see∫
|ζ|=
√
r2−|η|2

∣∣∣ζ(∂ϕ
∂ζ
�ϕ
)

(η, ζ)
∣∣∣p̃σ1(ζ)

≤
(

2ρ̃
∫
|ζ|=
√
r2−|η|2

|ζ|σ1(ζ)
∫
|u|=ρ̃

| log |ϕ(η, ζ)||
|u− ζ|2

σ1(u)
)p̃

+
∑
|u|≤ρ̃

(ν0
ϕ|η(u) + ν∞ϕ|η(u))

∫
|ζ|=
√
r2−|η|2

( |ζ|p̃

|u− ζ|p̃
+

|ζ|p̃

|(ρ̃2�u)ζ|p̃
)
σ1(ζ)

≤
(

2rρ
∫
|u|≤ρ̃

| log |ϕ(η, ζ)||σ1(u)
∫
|ζ|=
√
r2−|η|2

1
|u− ζ|2

σ1(ζ)
)p̃

+

K(
∑
|u|≤ρ̃

(ν0
ϕ|η(u) + ν∞ϕ|η(u))).

On the other hand, we have∫
|ζ|=
√
r2−|η|2

1
|u− ζ|2

σ1(ζ) =
1

ρ̃2 − (r2 − |η|2)
=

1
ρ2 − r2

for every u with |u| = ρ̃. From this we can conclude that∫
|ζ|=
√
r2−|η|2

∣∣∣ζ ∂ϕ
∂ζ

(η, ζ)
∣∣∣p̃σ1(ζ)

≤
( 2rρ
ρ2 − r2

∫
|u|=ρ̃

| log |ϕ(η, ζ)||σ1(u)
)p̃

+K(nν0
ϕ|η

(ρ̃) + nν∞
ϕ|η

(ρ̃))

≤
[
2rρ
( 1

2r(ρ− r)
− 1

2r(ρ+ r)

)(∫
|u|=ρ̃

| log |ϕ(η, ζ)||σ1(u)
)]p̃

+K(nν0
ϕ|η

(ρ̃) + nν∞
ϕ|η

(ρ̃))

≤
( ρ

ρ− r

∫
|u|=ρ̃

| log |ϕ(η, ζ)||σ1(u)
)p̃

+K(nν0
ϕ|η

(ρ̃) + nν∞
ϕ|η

(ρ̃)).

This concludes the proof. �

Proof of Theorem 1.3.2 for the case |α| = 1.

Proof: We prove the Theorem by induction on |α|. We first consider the case |α| = 1.

Without loss of generality, we may assume Dα = Dm. Let r0 < r < R < R0, 0 <
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p < p′ < 1 and set p̃ = p/p′, ρ = (R + r)/2. Since each pole of Dmϕ�ϕ is of order

≤ 1, |zm(Dϕ�ϕ)(z)|p̃ is integrable on S(r). By Lemma 1.3.4, 1.3.5, 1.3.6, and the

Hölder inequality, we get∫
S(r)
|zm(Dmϕ�ϕ)(z)|p̃σm(z)

=
1

r2m−2

∫
|η|≤r

vm−1(η)
∫
|ζ|=
√
r2−|η|2

|ζ(Dmϕ�ϕ)(η, ζ)|p̃σ1(ζ)

≤ 1
r2m−2

( ρ

ρ− r

)p̃(∫
|η|≤r

vm−1(η)
)1−p̃

×
(∫
|η|≤r

vm−1(η)
∫
|ζ|=
√
ρ2−|η|2

| log |ϕ(η, ζ)||σ1(ζ)
)p̃

+
K

r2m−2

∫
|η|≤r

(nν0
ϕ|η

(
√
ρ2 − |η|2) + nν∞

ϕ|η
(
√
ρ2 − |η|2))vm−1(η)

≤
( ρ

ρ− r

∫
S(ρ)
| log |ϕ||σm

)p̃
+K

(ρ
r

)2m−2
(nν0

ϕ|η
(ρ) + nν∞

ϕ|η
(ρ)).

Moreover, using the fact that
∫
S(r) | log |ϕ||σm ≤ 2Tϕ(r, r0)+K ϕ and nνaϕ(ρ) ≤ 2R

R−r (Tϕ(R, r0)+

K) for a meromorphic map, we conclude that∫
S(r)
|zm(Dmϕ�ϕ)(z)|pσm(z)

≤
(∫

S(r)
|zm(Dmϕ�ϕ)|p̃σm(z)

)p′
≤
( ρ

ρ− r

∫
S(r)
| log |ϕ||σm

)p̃p′
+K

(ρ
r

)2m−2
(nν0

ϕ
(ρ)p

′
+ nν∞ϕ (ρ)p

′
)

≤
( 2R
R− r

∫
S(ρ)
| log |ϕ||σm

)p
+K

(4R2m−1

R− r
(Tϕ(R, r0) +K)

)p′
≤ K

(R2m−1

R− r
Tϕ(r, r0)

)p′
.

�

To complete the proof of Theorem 1.3.2, we need

Lemma 1.3.8 Let ϕ be a nonzero meromorphic function on B(R0) ⊆ Cm and 0 < r0 <
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r < R < R0. Then

TDiϕ(r, r0) ≤ Tϕ(r, r0) +K log+
(R2m−1

R− r
Tϕ(R, r0)

)
for i = 1, 2, ...,m.

Proof: Using the fact that for two meromorphic functions ϕ1, ϕ2 on B(R0), Tϕ1ϕ2(r, r0) ≤

Tϕ1(r, r0) + Tϕ2(r, r0) + K and
∣∣∣Tϕ(r, r0) −

( ∫
S(r) log+ |ϕ|σn + N∞ϕ (r, r0)

)∣∣∣ ≤ K, we see

that

TDiϕ(r, r0) ≤ TDiϕ�ϕ(r, r0) + Tϕ(r, r0) +K

≤
∫
S(r)

log+ |Diϕ�ϕ|σm +N∞Diϕ�ϕ(r, r0) + Tϕ(r, r0) +K.

On the other hand, since Na
ϕ(r, r0) ≤ Tϕ(r, r0) +K, we have

N∞Diϕ�ϕ(r, r0) ≤ TDiϕ
ϕ

(r, r0)

=
∫
S(r)

log ‖Diϕ

ϕ
‖σm +K.

Since we have proved the Theorem for the case |α| = 1, we use Corollary 1.3.3 in this case

to get ∫
S(r)

log+ |Diϕ�ϕ|σm ≤ K log+
(R2m−1

R− r
Tϕ(R, r0)

)
.

We therefore conclude the Lemma. �

Proof of Theorem 1.2.3 for the general case.

Proof: Assume that the Theorem holds for the case |α| ≤ k. Take an arbitrarily

α with |α| = k + 1 and write Dα = Dα′Di, where 1 ≤ i ≤ m and |α′| = k. Then

Dαϕ�ϕ = (Diϕ�ϕ)(Dα′(Diϕ)�Diϕ), zα = ziz
α′ and |α|p = (|α′|+ 1)p < p′ < 1. Set
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p1 := 1/(|α′| + 1) and p2 := |α′|/(|α′| + 1). By the Hölder inequality and the induction

hypothesis, we have∫
S(r)
|zα(Dαϕ�ϕ)(z)|pσm(z)

≤
∫
S(r)
|zizα

′
(Diϕ/ϕ))(Dα′(Diϕ)/Diϕ)|pσm(z)

≤
∫
S(r)
|ziDiϕ�ϕ|p|zα

′
(Dα′(Diϕ)�Diϕ)(z)|pσm(z)

=
∫
S(r)

(
|ziDiϕ�ϕ|p/p1

)p1(
|zα′(Dα′(Diϕ)�Diϕ)(z)|p/p2

)p2
σm(z)

≤
∫
S(r)

(
|ziDiϕ�ϕ|p/p1

)p1
σm

∫
S(r)

(
|zα′(Dα′(Diϕ)�Diϕ)(z)|p/p2

)p2
σm

≤ K
(R2m−1

R− r
Tϕ(R, r0)

)p′(R2m−1

R− r
TDiϕ(R, r0)

)p′
.

By Lemma 1.3.8,

TDiϕ(R, r0) ≤ Tϕ +K log+
(R2m−1

R− r
Tϕ(R, r0)

)
. (1.4)

For ε > 0 there exists a positive constant Kε such that

log+
(R2m−1

R− r
Tϕ(R, r0)

)
≤ Kε

(R2m−1

R− r
Tϕ(R, r0)

)ε
.

We can conclude that∫
S(r)
|zα(Dαϕ�ϕ)(z)|pσm(z) ≤ K

(R2m−1

R− r
Tϕ(R, r0)

)p′
by the help of Lemma 1.3.8. This completes the proof of Theorem 1.3.2. �

Definition 1.3.9 Assume that f in nondegenerate. We say that {α1, ..., αn+1} is an ad-

missible set if {Dα1f, ...,Dαn+1f} is a linearly independent set.

Definition 1.3.10 A meromorphic map f : B(R0) ⊆ Cm −→ Pn(C) is said to be (linearly)

nondegenerate if f(B0) * H for every hyperplane H in Pn(C) .
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Proposition 1.3.11 (See [9], Proposition 4.5) Let f : B(R0)→ Pn(C) be a linearly non-

degenerate meromorphic map. Then there exist αj = (αj1, . . . , αjm) with αji ≥ 0 be-

ing integers, and |α1| + · · · + |αn+1| ≤ n(n + 1)/2 such that the generalized Wronskian

Wα1···αn+1(f) 6≡ 0.

Lemma 1.3.12 (See [8], Lemma 3.3) Let f0, ..., fn be non-zero holomorphic functions on

the unit disc B(1) in Cm, and set ϕi =
fi
fn

(1 ≤ i ≤ n). Then, there is a polynomial

P (..., uil, ...) with positive real coefficients not depending on each f0, ..., fn such that∣∣∣W (f0, ..., fn)
f0...fn

∣∣∣ ≤ P(..., ∣∣∣(ϕ′i
ϕi

)(l−1)∣∣∣, ...).

Definition 1.3.13 A holomorphic map f : B(1) −→ Pn(C) is called transcendental if

lim
r−→1

sup
Tf (r)

log(1/(1− r))
=∞.

Proposition 1.3.14 (See [8], Proposition 2.5) Let ϕ be a nowhere zero holomorphic func-

tion on the unit disk 4(1) ⊂ C which is not transcendental. Then, for each positive integer

l, there exist a positive constant K0 such that∫ 2π

0

∣∣∣ dl−1

dzl−1

(ϕ′
ϕ

)
(reiθ)

∣∣∣dθ ≤ K0

(1− r)l
log

1
1− r

(0 < r < 1).

Lemma 1.3.15 (See [8], Lemma 3.4) Let ϕ1, ϕ2, ..., ϕk be nowhere zero holomorphic func-

tions on the unit disc 4(1), l1, ..., lk be positive real number with kt < 1. Assume that

ϕ1, ..., ϕk are not transcendental. Then there exist a positive constant K3 such that∫ 2π

0

∣∣∣((ϕ′1
ϕ

)(l1−1)
...
(ϕ′k
ϕk

)(lk−1))
(reiθ)

∣∣∣tdθ ≤ K3

(1− r)s
(

log
1

1− r

)s
,

0 < r < 1 and s = t(l1 + ...+ lk).
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Take αj = (αj1, . . . , αjm), 1 ≤ j ≤ n+1, so that the generalized WronskianWα1···αn+1(f) 6≡

0. Let L1, . . . , Lq be linear forms of n+ 1-variables. Theorem 1.3.2 implies :

Proposition 1.3.16 (See [9], Proposition 6.1) In the above situation, set l0 = |α1|+ · · ·+

|αn+1| and take t, p′ with 0 < tl0 < p′ < 1. Then, for 0 < r0 < R0 there exists a positive

constant K such that for r0 < r < R < R0,∫
S(r)

∣∣∣zα1+···+αn+1 Wα1...αn+1(f)
L1(f) · · ·Lq(f)

∣∣∣t‖f‖t(q−n−1)σm ≤ K
(R2m−1

R− r
Tf (R, r0)

)p′
.

Definition 1.3.17 Let H1, ...,Hq or a1, ...aq be hyperplanes in Pn(C) with coefficients

vectors a1, ...,aq in Cn+1. We say that H1, ...,Hq are in general position if for any injective

map µ : {0, 1, ..., n} −→ {1, ..., q}, aµ(0), ...aµ(n) are linearly independent.

Lemma 1.3.18 (cf. [17]) Let H1, ...,Hq be hyperplanes in Pn(C) located in general posi-

tion. Then
q∑
j=1

Nf (r,Hj)−NW (r, 0) ≤
q∑
j=1

N
(n)
f (r,Hj),

where W denotes the Wronskian of f .

We now give the Second Main Theorem for meromorphic maps on the ball in Cm (cf.

[9]).

Theorem 1.3.19 Let f : B(R0) −→ Pn(C) with 0 < R0 ≤ ∞, be a meromorphic map

which is non-degenerate and H1, ...,Hq be hyperplanes in Pn(C) located in general position.

Then,

(q − n− 1)Tf (r, r0) ≤
q∑
j=1

N
Hj
f (r, r0)[n] + Sf (r),
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where Sf (r) is evaluated as follows.

(i) In the case R0 <∞,

Sf (r) ≤ C
(

log+ 1
R0 − r

+ log+ Tf (r, r0)
)

for every r ∈ [0, R0) excluding a set E with
∫
E 1/(R0−t)dt <∞ and where C is a constant.

(ii) In the case R0 =∞,

Sf (r) ≤ C
(

log+ Tf (r, r0) + log r
)

for every r ∈ [0,∞) excluding a set E′ with
∫
E′ dt <∞ and where C is a constant.

Proof: Let

Hj : a1
jw1 + ....+ an+1

j wn+1 = 0 and Lj(f) = a1
jf1 + ...+ an+1

j fn+1

Using the concavity of the logarithm function, Proposition 1.3.16 implies that

t

∫
S(r)

log |zα1+...+αn+1 |σm + t

∫
S(r)

log
∣∣∣ Wα1...αn+1(f)
L1(f) · · ·Lq(f)

∣∣∣σm
+t(q − n− 1)

∫
S(r)

log ‖f‖σm

≤ log
∫
S(r)

∣∣∣zα1+···+αn+1 Wα1...αn+1(f)
L1(f) · · ·Lq(f)

∣∣∣t‖f‖t(q−n−1)σm

≤ C
(

log+ R

R− r
+ log+ Tf (R, r0)

)
.

On the other hand, by Lemma 1.3.18, we have

−
q∑
j=1

N
Hj
f (r, r0)[n] ≤

∫
S(r)

log
∣∣∣ Wα1...αn+1(f)
L1(f) · · ·Lq(f)

∣∣∣σm + C.
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Therefore,

(q − n− 1)Tf (r, r0) ≤
q∑
j=1

N
Hj
f (r, r0)[n]+ (1.5)

C
(

log r + log+ R

R− r
+ log+ Tf (R, r0)

)
. (1.6)

Since Tf (r, r0) is continuous, increasing function, we may assume that Tf (r, r0) ≥ 1.

If R0 <∞, we can apply Lemma 2.4 in [5] with R = r + (R0 − r)/eTf (r, r0) to get

Tf

(
r +

R0 − r
eTf (r, r0)

, r0

)
≤ 2Tf (r, r0)

outside a set E containing r with
∫
E 1/(R0 − t)dt < ∞. Substituing R = r + (R0 −

r)/eTf (r, r0) in (1.6) gives the desired inequality.

In the case R0 =∞, we apply Lemma 2.4 in [5] with R = r + 1/Tf (r, r0) to get

Tf

(
r +

1
Tf (r, r0)

, r0

)
≤ 2Tf (r, r0)

outside a set E′ containing r with
∫
E′ dt < ∞. Substituing R = r + 1/Tf (r, r0) in (1.6)

gives the desired inequality. �

Definition 1.3.20 Let H be a hyperplane in Pn(C) with f(C) * H and m a positive

integer or +∞. We define the defect (truncated by m) of H for f by

δf (H)[m] = 1− lim
r→∞

sup
Nf (r,H)[m]

Tf (r)
.

For convenient’s sake, we set δf (H)[m] = 0 if f(C) ⊆ H and, for brevity, we denote

δf (H)[∞] by δf (H).

Note that we always have

0 ≤ δf (H)[m] ≤ 1
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for every hyperplane H in Pn(C).

The following Corollary gives the defect relation.

Corollary 1.3.21 In the same situation as in theorem 1.3.19, if

(i) R0 <∞ and

lim
r−→R0

sup
Tf (r, r0)

log 1/(R0 − r)
=∞

or (ii) R0 =∞, then

q∑
j=1

δ
[n]
f (Hj) ≤ n+ 1.

Proof: Theorem 1.3.19, implies that

q∑
j=1

(
1−

N
Hj
f (r0, r)[n]

Tf (r0, r)

)
≤ n+ 1 +

Sf (r)
Tf (r0, r)

.

To conclude the proof, we observe that in the case (i), it is proven is [13], Proposition 5.5

that

lim
r−→R0

sup
Tf (r, r0)

log(1/R0 − r)
=∞

is equivalent to

lim
r−→R0,r /∈E

sup
Tf (r, r0)

log(1/(R0 − r))
=∞

for a set E with
∫
E 1/(R0 − r)dr <∞.

In the case (ii), it always hold that

lim
r−→∞

sup
Tf (r, r0)
log(r)

=∞.
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�

In the following, we will give a generalization of Nevanlinna’s five points uniqueness

theorem to the case of holomorphic maps of B(R0) ⊆ Cm into projective space sharing

hyperplanes in general position.

Let consider hyperplanes

Hj := aj0w0 + ...+ ajnwn (1 ≤ j ≤ q)

in Pn(C) which are in general position and satisfy the condition

dim g−1(Hi ∩Hj) ≤ m− 2.

Let f and g be a nondegenerate meromorphic map of B(R0) ⊆ Cm into Pn(C) satisfying

the conditions:

(i) min(ν(f,Hj), 1) = min(ν(g,Hj), 1) for 1 ≤ j ≤ q and (1.7)

(ii)f = g on ∪qj=1 g
−1(Hj). (1.8)

With each c = (c0, ..., cn) ∈ Cn+1 − {0} associate a hyperplane

Hc := {[w0 : ... : wn];
∑

cjwj = 0}

and define

C = {c ∈ Cn+1 − {0}; dim f−1(Hc ∩Hj) ≤ m− 2 for 1 ≤ j ≤ q}.

Lemma 1.3.22 (cf. [6]) The set C is dense in Cn+1 − {0}.

We now prove the following uniqueness theorem:
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Theorem 1.3.23 (See [7], Corollary 4.8)

If q ≥ 3n+ 2, then f = g .

Proof: Assume that f 6= g. Take an arbitrary c ∈ C and define

FHj :=
a0
jf0 + ...+ anj fn

c0f0 + ...+ cnfn

and

GHj :=
a0
jg0 + ...+ anj gn

c0g0 + ...+ cngn

By Proposition 1.3.19 applied to f and g we have:

(q − n− 1)Tf (r) ≤
q∑
j=1

Nf (r,Hj)[n] + Sf (r),

(q − n− 1)Tg(r) ≤
q∑
j=1

Ng(r,Hj)[n] + Sg(r).

Adding these two inequalities and using the above assumptions, we get that:

(q − n− 1)(Tg(r) + Tf (r)) ≤
q∑
j=1

(Ng(r,Hj)[n] +Nf (r,Hj)[n]) + Sg(r) + Sf (r)

≤ n(NFHj0
(r, 0)[1] +NGHj0

(r, 0)[1]) + Sg(r) + Sf (r)

≤ 2nNFHj0
−GHj0

(r, 0) + Sg(r) + Sf (r).

In the second inequality, we have used the fact that a nondegenerate meromorphic map can

not omit 3n+2 hyperplanes in general position. By the first main theorem, NFHj0
−GHj0

(r, 0) ≤

TFHj0−GHj0
(r) +O(1) ≤ Tf (r) + Tg(r) +O(1). So

(q − 3n− 1)(Tf (r) + Tg(r)) ≤ Sg(r) + Sf (r) +O(1).

Divide both sides by Tf (r) + Tg(r), we then obtain

q − 3n− 1 ≤
Sg(r) + Sf (r) +O(1)

Tf (r) + Tg(r)
. (1.9)
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In the case R = ∞, taking the limit as r approaches ∞ in (1.9) leads to a contradiction.

In the case R <∞ if in addition we assume limr−→R0

Tf (r,r0)
log(1/(R0−r)) =∞, then again taking

limit as r approaches R0 in (1.9) leads to a contradiction.

�
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Chapter 2
Meromorphic map of complete kähler

manifolds into projective space

In this chapter, we’ll give a non-integrated defect relation for a meromorphic map f on a

complete Kähler manifold, whose universal covering is biholomorphic to the ball in Cm ,

into Pn(C) intersecting hypersurfaces in general position. We first remark that in general

Nevanlinna theory introduced in chapter 1 doesn’t work on non-parabolic type complex

manifolds since limr−→R
Tf (r)

log 1/(R−r) may be finite . Example of this is seen in the study of

the Guass map of complete minimal surfaces, where the order function is defined via the

Ricci form on M . In order to develop a Nevanlinna theory for the above mentioned Kähler

manifold, we assume the following growth condition for f : there exists a nonzero bounded

continuous real-valued function h on M such that ρΩf +
√
−1

2π
∂∂̄ log h2 ≥ Ric ω for some

non-negative constant ρ, where Ωf is the pull-back of the Fubini-Study metric on Pn(C)

and Ric ω is the Ricci form of the Kähler form ω.
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2.1 Non-integrated defect for meromorphic maps

2.1.1 Currents and plurisubharmonic functions on complex manifolds

In this section we introduce the notion of currents on an m−dimensional complex mani-

fold M . The point here is to establish a relationship between complex submanifolds (or

subvarieties) and smooth differential forms. These two are connected by the notion of

distributions or generalized function for the case n = 1 and currents for the case n ≥ 1.

Let f, g ∈ C0(R). From Calculus, we have

f ≡ g ⇐⇒
∫
R
f(x)φ(x) =

∫
R
g(x)φ(x) ∀φ ∈ C∞0 (R).

Let A,B ⊂ R be closed intervals. Then

A = B ⇐⇒
∫
A
φ(x)dx =

∫
B
φ(x)dx ∀φ ∈ C∞0 (R).

From these two observations, we can see that whether T is a function or an interval, it

can be viewed as a linear functional: T1 = T2 ⇐⇒ T1(φ) = T2(φ) ∀φ ∈ C∞0 (R). Such a

function φ is called a test function. This gives the notion of “generalized function“ (n = 1)

and ”current” (for n ≥ 1).

Let C∞c (Rm) be the vector space of compactly supported smooth functions on Rm. If

x = (x1, · · · , xm) are coordinates on Rm, we let Di = ∂/∂xi and Dα = Dα1
1 · · ·D

αm
1 for

α = (α1, · · · , αm) ∈ (Z+)m. The Cp−topology is defined on C∞c (Rm) by saying that a

sequence ϕn −→ 0 in case there is a compact set K with all suppϕn ⊂ K and with

Dαϕn(x) −→ 0

uniformly for x ∈ K and all α satisfying α1 + · · ·+ αm ≤ p. The C∞−topology is defined

by saying that ϕn −→ 0 in case all suppϕn ⊂ K and ϕn −→ 0 in the Cp−topology for each

p.
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Definition 2.1.1 A distribution on Rm is a linear map T : C∞c (Rm) −→ C that is contin-

uous in the C∞ topology. The distribution is said to be of order p if it is continuous in the

Cp−topology.

(p,q)-currents on complex manifolds

Let

Ep,q(M) = {smooth (p, q)− forms on M}

Dp,q(M) = {smooth (p, q)− forms on M with compact support}

and the dual space of Dp,q(M) is defined by:

(Dp,q(M))? = D′p,q(M) = (D′)m−p,m−q(M).

An element Θ ∈ D′p,q(M) is called a current of bidegree (m−p,m−q) or bidimension (p, q)

or simply a (m − p,m − q)-current. A (p, p) current T is real in case T = T in the sense

that T (ϕ) = T (ϕ) for all ϕ ∈ Dp,p(M) and a real current is positive in the case

(
√
−1)p(p−1)/2T (ϕ ∧ ϕ) ≥ 0, ϕ ∈ Dm−p,0(M).

Especially noteworthy are the closed, positive currents. Note that for the real current T

of type (p, p),

dT = 0⇐⇒ ∂T = ∂T = 0.

The positivity of a current implies that it is of order zero in the sense of distributions. For

example, a current T ∈ D1,1(M) is locally written as

T =
√
−1
2

∑
i,j

tijdzi ∧ dzj ,
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a differential form with distribution coefficients defined by

tij(α) = (−1)n+i+j(αdz1 ∧ · · · ∧ d̂zi ∧ · · · ∧ dzm ∧ dz1 ∧ · · · d̂zj ∧ · · · dzm).

The current is real if tij = tji, and positive if for any λ1, · · ·λm, the distribution

α 7→ T (λ)(α) =
(∑

i,j

tijλiλj

)
(α)

is nonnegative on positive functions.

For Θ ∈ D′q(M), we define the exterior derivative to be the current dΘ ∈ D′q+1(M)

given by

dΘ(ϕ) := (−1)q+1Θ(dϕ), ∀ ϕ ∈ Dm−q−1(M).

A real function ϕ ∈ L1(M, loc) is said to be plurisubharmonic in case
√
−1∂∂ϕ is a

positive (1, 1) current.

2.1.2 Non-integrated defect for meromorphic maps

Let M be an m-dimensional complex Kähler manifold. Let f be a meromorphic map of

M into Pn(C), µ0 be a positive integer and D be a hypersurface in Pn(C) of degree d with

f(M) 6⊂ D. We denote the intersection multiplicity of the image of f and D at f(p) by

νf (D)(p) and the pull-back of the normalized Fubini-Study metric form Ω on Pn(C) by

Ωf . The non-integrated defect of f with respect to D cut by µ0 is defined by

δfµ0(D) := 1− inf{η ≥ 0 : η satisfies condition (?)}.

Here, the condition (?) means that there exists a bounded nonnegative continuous function

h on M with zeros of order not less than min(νf (D), µ0) such that

dηΩf +
√
−1

2π
∂∂̄ log h2 ≥ [min(νf (D), µ0)],
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where d is the degree of D and we mean by [ν] the (1, 1)-current associated with a divisor

ν. Note that the condition (?) also means that, for each holomorphic function φ( 6≡ 0) on

an open subset U of M with νφ = min(νf (D), µ0) outside an analytic set of codimension

≥ 2, the function u := log(h2‖f‖2dη/|φ|2) is continuous and plurisubharmonic on U , where

‖f‖2 = |f0|2 + · · · + |fn|2, and f = [f0 : · · · : fn] is a (local) reduced representation of f .

So, similar to the classical Nevanlinna’s defect, we have the following properties:

• 0 ≤ δfµ0(D) ≤ 1. To see δfµ0(D) ≥ 0, take η = 1 and h = |Q(f)|/‖f‖d, where Q is the

homogeneous polynomial defining D;

• If f(M) ∩D = ∅, then, by taking η = 0, h = 1, we have that δfµ0(D) = 1;

• If νf (D)(p) ≥ µ for all p ∈ f−1(D), with some positive integer µ ≥ µ0, then δfµ0(D) ≥

1− µ0/µ by taking η = µ0/µ and h = |Q(f)|/‖f‖µ0d/µ.

The relationship between the non-integrated defect and the classical Nevanlinna’s defect

is given as follows.

Proposition 2.1.2 If limr→R0 Tf (r, r0) =∞, then

0 ≤ δfµ0
(D) ≤ δf,?µ0

(D) ≤ 1,

where δ? is classical Nevanlinna’s defect.

Proof: Take η satisfying the condition (?) in the definition of δfµ0(D). The function

v := dη log‖f‖+ log h− log |ϕ|
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is then plurisubharmonic, where h is bounded and ϕ is holomorphic on B(R0) with νϕ =

min(νf (D), µ0) outside an analytic set of codimension ≥ 2. Therefore,

0 ≤
∫
S(r)

vσm −
∫
S(r0)

vσm

= dη

∫
S(r)

log‖f‖σm +
∫
S(r)

log hσm −
∫
S(r)

log |ϕ|σm +K

≤ dηTf (r, r0)−N [µ0]
f (r,D) +K

where K is a constant, because h is bounded from above. This implies that

N
[µ0]
f (r,D)

dTf (r, r0)
≤ η +

K

Tf (r, r0)
.

As r → R0, we obtain δ?µ0
(D) ≥ 1− η. Hence δ?µ0

(D) ≥ δfµ0(D). �

Let D1, ..., Dq be hypersurfaces in Pn(C) of degree d, located in general position, and

let Qj , 1 ≤ j ≤ q, be homogeneous polynomials defining Dj . Let N be a large integer (to be

determined later), and let VN be the space of homogeneous polynomials of n+ 1 variables

of degree N . Pick n distinct polynomials γ1, ..., γn ∈ {Q1, .., Qq}. Arrange the n−tuples

i = (i1, ..., in) of non-negative integers by lexicographic order. Define, for the n−tuples

i = (i1, ..., in) of non-negative integers with σ(i) :=
∑

j ij ≤ N/d, the spaces Wi := WN,i

by

WN,i =
∑
e≥i

γe11 · · · γ
en
n VN−dσ(e).

Clearly, W(0,...,0) = VN and Wi ⊃ ‘W(i′) if i′ ≥ i, so that the {Wi} in fact defines a filtration

of VN . We recall the following lemma due to [14].

Lemma 2.1.3 (See [14], Proposition 3.3) For any nonnegative integer N and any {γ1, ..., γn} ⊂

{Q1, .., Qq}, the dimension of the vector space

VN
(γ1, ..., γn) ∩ VN
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is equal to the number of n−tuples (i) = (i1, ..., in) ∈ Zn≥0 such that i1 + · · ·+ in ≤ N and

0 ≤ i1, ..., in ≤ d− 1. In particular, for all N ≥ n(d− 1), we have

dim
VN

(γ1, ..., γn) ∩ VN
= dn.

Lemma 2.1.4 (See [16], Lemma 3.2) There is an isomorphism

Wi

Wi′
∼=

VN−dσ(i)

(γ1, ..., γn) ∩ VN−dσ(i)
,

where i′ > i are consecutive n−tuples with W ′i ⊂Wi.

Let 4i = dim(Wi/Wi′), where i′ > i are consecutive n−tuples with Wi′ ⊂ Wi. By lemma

2.1.3, 4i = dn for every i such that N − dσ(i) ≥ n(d − 1). Moreover, Lemma 4.1 implies

that 4i is independent of the choice of γ1, ..., γn. Hence,
∑

i ij4i is independent of the

choice of γ1, ..., γn and j for j = 1, . . . , n. Set, for 1 ≤ j ≤ n,

4 :=
∑

i

ij 4i . (2.1)

Lemma 2.1.5 With N = 2d(n + 1)(nd + n)(2n − 1)(I(ε−1) + 1) + nd for any ε > 0, we

have

lN

4
≤ d(n+ 1) + ε/2, (2.2)

where l =

 N + n

n

. Moreover, l satisfies the following estimate

l ≤ 2n
2+4nend2n(nI(ε−1))n, (2.3)

where I(x) := min{k ∈ N : k > x} for a positive real number x.
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Proof: First notice that

l =

 N + n

n

 =
(n+N)(n+N − 1) · · · (n+ 1)N !

N !n!
≤ (N + n)n

n!
. (2.4)

Now since N is divisible by d, it follows from lemma 2.1.3 that,

4 =
∑

σ(i)≤N/d

ij4i ≥
∑

σ(i)≤N/d−n

ij4i = dn
∑

σ(i)≤N/d−n

ij

=
dn

n+ 1

∑
σ(̂i)=N/d−n

n+1∑
j=1

ij

=
dn

n+ 1

∑
σ(̂i)=N/d−n

(N/d− n)

=
dn

n+ 1

( N/d

n

)
(N/d− n)

=
N(N − d) · · · (N − dn)

d(n+ 1)!
,

where î = (i1, . . . , in+1) and, in above, we used the fact that the number of nonnegative

integer m-tuples with sum ≤ T for a positive integer T is equal to the number of non-

negative integer (m+ 1)-tuples with sum exactly T , which is
( T +m

m

)
.

For every integer j ≤ n, (N − dj) ≥ (N − dn); so

n∏
j=1

1
N − dj

≤
( 1
N − dn

)n
and thus

lN

4
≤ d(n+ 1)

( N + n

N − nd

)n
.

Using

N = 2d(n+ 1)(nd+ n)(2n − 1)(I(ε−1) + 1) + nd
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one finds that ( N + n

N − nd

)n
=
(

1 +
n+ nd

N − nd

)n
= 1 +

n∑
r=1

( n

r

)( nd+ n

N − nd

)r
≤ 1 + (2n − 1)

nd+ n

N − nd

≤ 1 +
ε

2d(n+ 1)
.

Therefore

lN

4
≤ d(n+ 1) + ε/2.

To estimate l, we use following inequality x+ y

y

 ≤ (x+ y)x+y

xxyy
=
(

1 +
y

x

)x(
1 +

x

y

)y
=
(
e(1 +

x

y
)
)y

for positive integers x, y. Hence, with N = 2d(n+ 1)(nd+ n)(2n − 1)(I(ε−1) + 1) + nd, we

have

l =

 N + n

n

 ≤ en(1 +
N

n

)n

≤ en
(
1 + 2d(n+ 1)(d+ 1)(2n − 1)(I(ε−1) + 1) + d

)n
≤ 2n

2+4nend2n(nI(ε−1))n.

�

The main result of this chapter is the following theorem:

Theorem 2.1.6 Let M be an m-dimensional complete Kähler manifold and f : M →

Pn(C) be a meromorphic map which is algebraically nondegenerate (i.e. it’s image is not
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contained in any proper subvariety of Pn(C)). Assume that the universal covering of M is

biholomorphic to a ball in Cm. Let D1, ..., Dq be hypersurfaces of degree dj in Pn(C), located

in general position. Let d = l.c.m.{d1, . . . , dq} (the least common multiple of {d1, . . . , dq}).

Assume that, there exists a nonzero bounded continuous real-valued function h on M such

that ρΩf+
√
−1

2π
∂∂̄ log h2 ≥ Ric ω for some non-negative constant ρ. Then, for every ε > 0,

q∑
j=1

δfl−1(Dj) ≤ n+ 1 + ε+
ρl(l − 1)

d
,

where l ≤ 2n
2+4nend2n(nI(ε−1))n and I(x) := min{k ∈ N : k > x} for a positive real

number x.

Proof: Since the universal covering of M is the unit ball in Cm, by lifting f to the covering,

we may assume that M = B(1) ⊂ Cm. So we let f : B(1) −→ Pn(C) be an algebraically

nondegenerate map. The proof of the main theorem breaks into the following two cases:

the case

lim
r−→1

sup
Tf (r, r0)

log 1/(1− r)
<∞

and the case

lim
r−→1

sup
Tf (r, r0)

log 1/(1− r)
=∞.

We first deal with the case when

lim
r−→1

sup
Tf (r, r0)

log 1/(1− r)
<∞.

Let D1, ..., Dq be hypersurfaces in Pn(C) of degree d1, . . . , dq, located in general position.

Let Qj , 1 ≤ j ≤ q, be the homogeneous polynomials defining Dj . Replacing Qj by Q
d/dj
j

if necessary, where d is the l.c.m (the least common multiple) of dj ’s, we can assume that

Q1, . . . , Qq have the same degree d. For N ∈ N, let VN be the space of homogeneous
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polynomials of n + 1 variables of degree N and fix a (arbitrary) basis φ1, ..., φl, where

l = dimVN . Set F = [φ1(f) : · · · : φl(f)]. Then F : B(1) → Pl−1(C) is linearly non-

degenerate. By Proposition 1.3.11, there exist αj = (αj1, . . . , αjl) with αji ≥ 0 being

integers, |αj | ≤ l − 1 for 1 ≤ j ≤ l, and |α1| + · · · + |αl| ≤ l(l − 1)/2 such that the

generalized Wronskian Wα1···αl(F ) 6≡ 0.

Given z ∈ B(1) there exists a numbering {i1, ..., iq} of the indices 1, ..., q such that

|Qi1 ◦ f(z)| ≤ · · · ≤ |Qiq ◦ f(z)|. (2.5)

Since Q1, ..., Qq are in general position, Hilbert Nullstellensatz implies that for any integer

k, 0 ≤ k ≤ n, there is an integer mk ≥ d such that

xmkk =
n+1∑
j=1

bjk(x0, ..., xn)Qij (x0, ..., xn),

where bjk, 1 ≤ j ≤ n+1, 0 ≤ k ≤ n, are homogeneous forms with coefficients in C of degree

mk − d. So

|fk(z)|mk ≤ c1‖f(z)‖mk−d max{|Qi1(f)(z)|, ..., |Qin+1(f)(z)|},

where c1 is a positive constant depending only on the coefficients of bjk, thus depends only

on the coefficients of Qj . Therefore,

‖f(z)‖d ≤ c1 max{|Qi1(f)(z)|, ..., |Qin+1(f)(z)|}. (2.6)

By (2.5) and (2.6), we get

q∏
j=1

‖f(z)‖d

|Qj(f)(z)|
≤ cq−n1

n∏
k=1

‖f(z)‖d

|Qik(f)(z)|
. (2.7)

Take γ1 = Qi1 , · · · , γn = Qin and let VN = W0 ⊃ · · ·Wi ⊃ Wi′ ⊃ · · · be the filtration

of VN , associated to {γ1, . . . , γn} as discussed earlier. We now choose a basis ψ1, ..., ψl

for VN in the following way: We start with the last nonzero Wi and pick a basis of it;
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Then, we continue inductively as follows: suppose i′ > i are consecutive n−tuples such

that dσ(i), dσ(i′) ≤ N and assume that we have chosen a basis of W(i′); It follows directly

from the definition that we may pick representatives in Wi for the quotient space Wi/Wi′ ,

of the form γi11 · · · γinn η, where η ∈ VN−dσ(i). We extend the previously constructed basis

in Wi′ by adding these representatives. In particular we have obtained a basis for Wi and

our induction procedure may go on unless Wi = VN . Note that if we let ψ be an element

of the basis constructed with respect to Wi/Wi′ , then we may write ψ = γi11 · · · γinn η, where

η ∈ VN−dσ(i). Thus we have a bound

|ψ(f)(z)| ≤ c2|γ1(f)(z)|i1 · · · |γn(f)(z)|in‖f(z)‖N−dσ(i) (2.8)

where c2 is a positive constant which depends only on f and Q1, . . . , Qq. Observe that there

are precisely 4i such functions ψ in our basis. Write ψ1, ..., ψl as linear forms L1, ..., Ll in

φ1, ..., φl so that ψt(f) = Lt(F ), where F = [φ1(f) : · · · : φl(f)]. Then (2.8) implies that

l∏
t=1

∣∣∣Lt(F (z))
∣∣∣ ≤ K

 ∏
i=(i1,...,in)

|γi11 (f(z)) · · · γinn (f(z))|4i

 ‖f(z)‖lN−d
P

i σ(i)4i ,

where, as we noted earlier, K is a constant depending only on f and D1, . . . , Dq which may

be different each time. So

‖f(z)‖d
P

i σ(i)4i∏
i |γ

i14i
1 (f(z))| · · · |γin4i

n (f(z))|
≤ K ‖f(z)‖lN∏l

t=1

∣∣∣Lt(F )
∣∣∣ ,

thus, using (4.1),

‖f(z)‖dn4

|γ41 (f(z))| · · · |γ4n (f(z))|
≤ K ‖f(z)‖lN∏l

t=1

∣∣∣Lt(F (z))
∣∣∣ .

With γ1 = Qi1 , · · · , γn = Qin , it gives

‖f(z)‖dn4

|Q4i1 (f(z)) · · ·Q4in(f(z))|
≤ K ‖f(z)‖lN∏l

t=1

∣∣∣Lt(F (z))
∣∣∣ . (2.9)

46



2.1. NON-INTEGRATED DEFECT FOR MEROMORPHIC MAPS

On the other hand, from (2.7),we get

‖f(z)‖dq4

|Q41 (f(z)) · · ·Q4q (f(z))|
≤ K ‖f(z)‖dn4

|Q4ik(f)(z) · · ·Q4in(f)(z)|
. (2.10)

Combining (2.9) and (2.10), we derive that

‖f(z)‖dq4

|Q41 (f(z)) · · ·Q4q (f(z))|
≤ K ‖f(z)‖lN∏l

t=1

∣∣∣Lt(F (z))
∣∣∣ .

Hence,

‖f(z)‖dq4−lN |Wα1...αl(F )(z)|
|Q41 (f(z)) · · ·Q4q (f(z))|

≤ K |Wα1...αl(F )(z)|
|L1(F (z)) · · ·Ll(F (z))|

. (2.11)

Note that although L1, . . . , Ll depend on z, there are only finitely many such choices since

there are only finite choices of {γ1, . . . γn} ⊂ {Q1, . . . , Qq}.

We continue with the proof of the Main Theorem by absurdity. We assume that

ρΩf +
√
−1

2π
∂∂̄ log h2 ≥ Ric ω, (2.12)

and

q∑
j=1

δfl−1(Dj) > (n+ 1) + ε+
ρl(l − 1)

d
. (2.13)

Then, from the discussion earlier, there exist constants ηj ≥ 0 and continuous plurisubhar-

monic functions ũj(6≡ −∞) such that eũj |ϕj | ≤ ‖f‖dηj for j = 1, ..., q, and

q −
q∑
j=1

ηj > n+ 1 + ε+
ρl(l − 1)

d
, (2.14)

where ϕj is a nonzero holomorphic function with ν0
ϕj = min(νf (Dj), l − 1). Let uj =

ũj + log |ϕj |. Then, uj(6≡ −∞), 1 ≤ j ≤ q, are continuous plurisubharmonic functions,

euj ≤ ‖f‖dηj , (2.15)
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and uj − log |ϕj | is plurisubharmonic, where ϕj is a nonzero holomorphic function with

ν0
ϕj = min(νf (Dj), l − 1). Let

v := log
∣∣∣zα1+···+αl Wα1...αl(F )

Q41 (f) · · ·Q4q (f)

∣∣∣+
q∑
j=1

4uj , (2.16)

where 4 is the integer defined in (4.1). We now show that v is plurisubharmonic on

M = B(1). To do so, we need the following lemma.

Proposition 2.1.7 In the above situation, set

ψ =
Wα1···αl(F )

Q41 (f) · · ·Q4q (f)
.

Then

ν∞ψ ≤
q∑
j=1

4min{ν0
Qj(f), l − 1}

outside an analytic set of codimension at least two.

Proof: Let IF be the indeterminacy set of F , and take a ∈ B(1)\IF . We first show the

following claim: For h a holomorphic function around a, assume that Dαh 6≡ 0 around

a. Then ν0
Dαh(a) = max{0, ν0

h(a) − |α|}. To see this, take a system of holomorphic local

coordinate z = (z1, . . . , zm) in a neighborhood of a such that z(a) = 0 and h can be written

as h = z
ν0
h(a)

1 h̃, and h̃ has no zero in a neighborhood of a. From this representation of h,

we can easily conclude the claim.

Now for each a ∈ B(1)\IF , without loss of generality, we may assume that Qj(f)

vanishes at a for 1 ≤ j ≤ q1 and Qj(f) does not vanish at a for j > q1. By the assumption

that the Qj ’s are in general position, we know q1 ≤ n.

For {Q1, ..., Qn} ⊂ {Q1, ..., Qq}, consider the filtration VN = W0 ⊃ · · ·Wi ⊃Wi′ ⊃ · · · ,

associated to {Q1, . . . , Qn} as discussed earlier, and take a basis ψ1, ..., ψl of VN according

48



2.1. NON-INTEGRATED DEFECT FOR MEROMORPHIC MAPS

to this filtration. Then, there are linearly independent linear forms L1, ..., Ll such that

ψt(f) = Lt(F ), 1 ≤ t ≤ l. Denote by W := Wα1...αl(F ), the generalized Wronskian of F .

From the basic properties of generalized Wronskian (see [9] Proposition 4.9),

W = Wα1...αl(F ) = CWα1...αl(L1(F ), . . . , Ll(F )) = CWα1...αl(ψ1(f), ..., ψl(f)),

where C is some constant. Let ψ be an element of the basis {ψ1, . . . , ψl}. As we discussed

earlier, we may write ψ = Qi11 · · ·Qinn η with η ∈ VN−dσ(i). Therefore

ψ(f) = (Q1(f))i1 · · · (Qn(f))inη(f),

and note that there are 4i such ψ is our basis. Assume that ν0
Qj(f)(a) ≥ l−1 for 1 ≤ j ≤ q0

and ν0
Qj(f)(a) < l − 1 for q0 < j ≤ q1. Since, from above, W = C det(Dαi(ψj(f)))1≤i,j≤l,

by the claim (note that there are 4i such ψ is our basis), and noticing that |αj | ≤ l − 1

for 1 ≤ j ≤ l,

ν0
W (a) ≥

∑
i

 q0∑
j=1

ij(ν0
Qj (a)− (l − 1))

4i

=
q0∑
j=1

(∑
i

ij4i

)
(ν0
Qj (a)− (l − 1)) = 4

q0∑
j=1

(ν0
Qj (a)− (l − 1)).

On the other hand,

q∑
j=1

ν0
Qj(f)(a) =

n∑
j=1

ν0
Qj(f)(a) =

q0∑
j=1

ν0
Qj(f)(a) +

q1∑
j=q0

ν0
Qj(f)(a).

Hence, ν∞ψ (a) ≤
∑q

j=04min{νQj(f)(a), l − 1}. �

From the above proposition, by the definition of v (see (2.16)), and using the fact

that uj − log |ϕj | is plurisubharmonic and ν0
ϕj = min(νf (Dj), l − 1), we see that v is

plurisubharmonic on M = B(1).
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We now continue our proof. By the growth condition of f (see (2.12)), there exists a

continuous plurisubharmonic function w 6≡ −∞ on B(1) such that

ewdV ≤‖f‖2ρvm. (2.17)

Set

t =
2ρ

qd4−lN −4d(η1 + · · ·+ ηq)
, (2.18)

and

χ := zα
1+···+αl Wα1...αl(F )

Q41 (f) · · ·Q4q (f)
.

Define

u := w + tv.

Then u is plurisubharmonic and so subharmonic on the Kähler manifold M .

By the result of S.T. Yau ([20]) and L. Karp ([22]), we have necessarily∫
B(1)

eudV =∞,

because B(1) has infinite volume with respect to the given complete Kähler

metric (cf.[22], Theorem B). Now, from (2.15), (2.17) and (2.18)

eudV = ew+tvdV ≤ etv‖f‖2ρvm

= |χ|t
( q∏
j=1

et4uj
)
‖f‖2ρvm ≤ |χ|t

( q∏
j=1

‖f‖t4dηj
)
‖f‖2ρvm

= |χ|t‖f‖2ρ+td4
Pq
j=1 ηjvm = |χ|t‖f‖t(dq4−lN)vm.

The contradiction will appear if we can show that∫
B(1)

eudV <∞.
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From the lemma 2.1.5, lN
4 ≤ d(n + 1) + ε. Thus qd − lN

4 ≥ d(q − (n + 1 + ε)). So, using

(2.14),

dq4−lN −4
q∑
j=1

dηj ≥ d4 (q − (n+ 1 + ε))−4
q∑
j=1

dηj > 4ρl(l − 1),

This implies that tl(l− 1)/2 < 1. Since |α1|+ · · ·+ |αl| ≤ l(l− 1)/2, we can choose p′ such

that t(|α1|+ · · ·+ |αl|) ≤ tl(l− 1)/2 < p′ < 1. By the help of the identity (cf. [23], p.226),

vm = (ddc|z|2)m = 2m|z|2m−1σm ∧ d|z|,

we have∫
B(1)

eudV ≤
∫
B(1)
|χ|t‖f‖t(dq4−lN)vm

≤ 2m
∫ 1

0
r2m−1

(∫
S(r)
|χ|t‖f‖t(dq4−lN)σm

)
dr

= 2m
∫ 1

0
r2m−1

(∫
S(r)

∣∣∣zα1+···+αlWα1...αl(F )‖f‖(dq4−lN)

Q41 (f) · · ·Q4q (f)
σm

∣∣∣t)dr. (2.19)

On the other hand, by (2.11),

|Wα1...αl(F )|‖f‖(dq4−lN)

|Q41 (f) · · ·Q4q (f)|
≤ K

∑
L1,...,Ll

(
|Wα1...αl(F )|
|L1(F ) · · ·Ll(F )|

)
, (2.20)

where the summation is taken for all the possible linear forms choices of the linear forms

L1, . . . , Ll. Note that the set of linear forms {L1, . . . , Ll} comes from the filtration of VN

associated to the {γ1, . . . , γn} ⊂ {Q1, . . . , Qq}, hence the number of choices of the sets

{L1, . . . , Ll} is the same as the number of the choices of the sets {γ1, . . . , γn}, which is

finite. Hence the summation in (2.20) is a finite sum whose number of terms depends only

on f and Q1, . . . , Qq. By Proposition 1.3.16, for each L1, . . . , Ll,∫
S(r)

∣∣∣zα1+···+αl Wα1...αl(F )
L1(F ) · · ·Ll(F )

∣∣∣tσm ≤ K(R2m−1

R− r
TF (R, r0)

)p′
. (2.21)
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Combining (2.20) and (2.21) thus gives∫
S(r)

∣∣∣zα1+···+αl Wα1...αl(F )

Q41 (f) · · ·Q4q (f)

∣∣∣t‖f‖t(dq4−lN)σm ≤ K
(R2m−1

R− r
TF (R, r0)

)p′
, (2.22)

for r0 < r < R < 1, where, as we noted that, we use the letter K to denote a constant

depending only on f and D1, . . . , Dq even when it should be replaced by a new constant.

According to Lemma 2.4 in [5], if we choose R := r + (1− r)/eTF (r, r0), then

TF (R, r0) ≤ 2TF (r, r0) ≤ 2dTf (r, r0)

outside a set E with
∫
E 1/(1− r)dr <∞. If

lim
r−→1

sup
Tf (r, r0)

log 1/(1− r)
<∞,

then (2.22) becomes∫
S(r)

∣∣∣zα1+···+αl Wα1...αl(F )

Q41 (f) · · ·Q4q (f)

∣∣∣t‖f‖t(dq4−lN)σm ≤
K

(1− r)p′
(

log
1

1− r

)p′
(2.23)

for all r ∈ [0, 1) outside a set E with
∫
E 1/(1 − r)dr < ∞. Varying a constant K slightly,

we may assume that the above inequality holds for all r ∈ [0, 1) because of Proposition 5.5

in [9]. Therefore, by (2.19) and (2.23), we have∫
B(1)

eudV ≤ K
∫ 1

0

r2m−1

(1− r)p′
(

log
1

1− r

)p′
dr <∞,

since p′ < 1. This contradicts the result of S.T. Yau ([20]) and L. Karp ([22]) mentioned

earlier. This completes the proof for the first case.

We now deal with the case where

lim
r−→1

sup
Tf (r, r0)

log 1/(1− r)
=∞.

This case is similar to the standard Nevanlinna theory. We use the logarithmic derivative

lemma and the previous discussions to prove the following refinement of the Second Main

Theorem (see [16]).

52



2.1. NON-INTEGRATED DEFECT FOR MEROMORPHIC MAPS

Theorem 2.1.8 Let f : B(R0) −→ Pn(C), 0 < R0 ≤ ∞, be a meromorphic map which

is algebraically nondegenerate and D1, ..., Dq be hypersurfaces of degree dj , 1 ≤ j ≤ q, in

Pn(C) located in general position. Then, for every ε > 0,

(q − (n+ 1 + ε))Tf (r, r0) ≤
q∑
j=1

d−1
j N

[l−1]
f (r,Dj) + S(r),

where l ≤ 2n
2+4nend2n(nI(ε−1))n, d = l.c.m{d1, ..., dq}, and S(r) is evaluated as follows:

(1) In the case R0 <∞,

S(r) ≤ K
(

log+ 1
R0 − r

+ log+ Tf (r, r0)
)

for every r ∈ [0, R0) excluding a set E with
∫
E

1
R0−tdt <∞.

(2) In the case R0 =∞,

S(r) ≤ K(log+ Tf (r, r0) + log r)

for every r ∈ [0, R0)excluding a set E′ with
∫
E′ dt <∞.

Proof: Without loss of generality, we assume that d1 = · · · = dq = d. Similar to the proof

of (2.22), by using (2.20) and Proposition 1.3.16, we have

∫
S(r)

∣∣∣zα1+···+αl Wα1...αl(F )

Q41 (f) · · ·Q4q (f)

∣∣∣t‖f‖t(dq4−lN)σm ≤ K
(R2m−1

R− r
TF (R, r0)

)p′
, (2.24)

for r0 < r < R < R0. Hence, by virtue of the concavity of the logarithm, the above

inequality implies that

t

∫
S(r)

log |zα1+···+αl |σm + t

∫
S(r)

log
∣∣∣ Wα1...αl(F )

Q41 (f) · · ·Q4q (f)

∣∣∣σm+

t(dq4−Nl)
∫
S(r)

log‖f‖σm

≤ K
(

log+ R

R− r
+ log+ TF (R, r0)

)
+O(1), (2.25)
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for r0 < R < R0. But, by the Jensen formula (see [9], p236),∫
S(r)

log
∣∣∣ Wα1...αl(F )

Q41 (f) · · ·Q4q (f)

∣∣∣σm = Nν0
W
α1...αl

(F )
(r0, r)−4

q∑
j=1

Nf (r,Dj) +O(1).

By Proposition 2.1.7, 4
∑q

j=1Nf (r,Dj) − Nν0
W
α1...αl

(F )
(r0, r) ≤ 4

∑q
j=1N

[l−1]
f (r,Dj) and

therefore (2.25) becomes

(dq4−Nl)Tf (r) ≤
q∑
j=1

4N [l−1]
f (r,Dj) +K

(
log+ R

R− r
+ log+ TF (R, r0)

)
+O(1).

By Lemma 2.1.5, with N = 2d(n+ 1)(nd+ n)(2n − 1)(I(ε−1) + 1) + nd for any ε > 0, we

have

lN

4
≤ d(n+ 1) + ε,

and moreover, l satisfies l ≤ 2n
2+4nend2n(nI(ε−1))n. Hence,

(q − (n+ 1 + ε))Tf (r) ≤
q∑
j=1

d−1N
[l−1]
f (r,Dj) +K

(
log+ R

R− r
+ log+ TF (R, r0)

)
≤

q∑
j=1

d−1N
[l−1]
f (r,Dj) +K

(
log+ R

R− r
+ log+ Tf (R, r0)

)
. (2.26)

Since Tf (r, r0) is continuous, increasing and we may assume Tf (r, r0) ≥ 1, we can apply

Lemma 2.4 in [5] to show

Tf

(
r +

R0 − r
eTf (r, r0)

, r0

)
≤ 2Tf (r, r0)

outside a set E of r such that
∫
E 1/(R0 − r)dr <∞ in the case R0 <∞ and

Tf

(
r +

1
Tf (r, r0)

, r0

)
≤ 2Tf (r, r0)

outside a set E′ of r such that
∫
E′ dr <∞ in the case R0 =∞. Substituting R = r+ R0−r

eTf (r,r0)

if R0 <∞ and R = r + 1/Tf (r, r0) if R0 =∞ in (2.26) proves the theorem. �
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Corollary 2.1.9 In the same situation in Theorem 2.1.8, if

(i) lim sup
r→R0

Tf (r, r0)
log(1/R0 − r)

=∞

or

(ii) R0 =∞,

then ∑
j

δfl−1(Dj) ≤
∑
j

δf,?l−1(Dj) ≤ n+ 1 + ε,

where δf,? is the classical Nevanlinna’s defect defined by

δf,?l−1(Dj) = lim sup
r→R0

1−
N

[l−1]
f (r,Dj)

dTf (r, r0)

 .

Corollary 2.1.9 gives the proof of the second case. The proof of the Main Theorem (Theorem

1.1) is thus complete. �

We remark that in the case M = Cm endowed with the flat metric, we also have the

following statement (see Corollary 2.1.9) which is essentially due to Min Ru (see [16] and

[18]) without the truncation and An-Phuong with the truncation (see [2]).

Theorem 2.1.10 Let f : Cm −→ Pn(C) be a meromorphic map which is algebraically

nondegenerate. Let D1, ..., Dq be hypersurfaces of degree dj in Pn(C), located in general

position. Let d = l.c.m.{d1, . . . , dq}. Then, for every ε > 0,
q∑
j=1

δf,?l−1(Dj) ≤ n+ 1 + ε,

where l ≤ 2n
2+4nend2n(nI(ε−1))n, I(x) := min{k ∈ N : k > x} for a positive real number

x, and δf,?l−1(D) is the classical Nevanlinna’s (truncated) defect of f with respect to D.
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Note that, from the discussion above, we have that δfl−1(D) ≤ δf,∗l−1(D) (see Proposition

2.1.2). Thus, Theorem 2.1.6 and Theorem 2.1.10 are complementing each other.

2.2 Uniqueness theorem

In 1926, R. Nevanlinna proved that for two distinct nonconstant meromorphic functions f

and g on the complex plane C, they cannot share more than four distinct values; namely,

in [1], the following unicity theorem for meromorphic functions on C

Theorem 2.2.1 Let φ, ψ be nonconstant meromorphic functions on C. If there exist five

distinct values a1, ..., a5 such that φ−1(ai) = ψ−1(ai) (1 ≤ i ≤ 5), then φ ≡ ψ

Let M be a complete, connected Kähler manifold, whose universal covering is biholomor-

phic to the ball in Cm . Generalization of the above theorem to the case of meromorphic

maps of M into Pn(C) satisfying certain growth condition (see the condition (Cρ) in The-

orem 2.1.6) and sharing hyperplanes is given by Fujimoto (see [11]). He obtained a lower

bound on the number of shared hyperplanes by two linearly nondegenerate meromorphic

mappings on M to be identical. In this section, we extend the result in [11] to the case

where the meromorphic maps share hypersurfaces instead of hyperplanes. The main result

of this section is:

Theorem 2.2.2 Let M be a complete, connected Kähler manifold whose universal covering

is biholomorphic to the unit ball in Cm, and let f and g be algebraically nondegenerate maps

of M into Pn(C). If f and g satisfy the condition (Cρ) and there exist q hypersurfaces
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Dj , j = 1, ..., q, of degree d located in general position in Pn(C) such that

(i)f = g on ∪qj=1 (f−1(Dj) ∪ g−1(Dj)),

(ii)q > (n+ 1) +
1
2

+
2n(l − 1)

d
+
ρl(l − 1)

d
,

where l ≤ 2n
2+4n(3n)end2n , then f ≡ g.

Proof: For the proof of the Main Theorem, we may assume that M = B(1)(⊂ Cm).

Indeed, if π : M̃ −→ M is the universal covering map of M , then f̃ = f ◦ π and g̃ = g ◦ π

also satisfy the assumption of the Main Theorem on the Kähler manifold M̃ and f̃ = g̃ on

M̃ implies f = g on M . So we may assume that M = M̃ . Let f, g : B(1) −→ Pn(C) be

algebraically nondegenerate meromorphic maps satisfying all the assumptions in Theorem

2.2.2. We shall show that the assumption f 6= g leads to a contradiction. The proof of the

theorem breaks into the following two cases:

lim
r−→1

sup
Tf (r, r0)

log 1/(1− r)
<∞

and the case

lim
r−→1

sup
Tf (r, r0)

log 1/(1− r)
=∞.

We first deal with the case

lim
r−→1

sup
Tf (r, r0)

log 1/(1− r)
<∞.

Let

w =
∑
i,j

hij̄

√
(− 1)
2

dzi ∧ dz̄j
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be the given Kähler metric form on B(1). By assumption there exist continuous plurisub-

harmonic functions u1 and u2 on B(1) such that

eu1 det(hij̄)
1/2 ≤ ‖f‖ρ

eu2 det(hij̄)
1/2 ≤ ‖g‖ρ

Set := zα
1+...+αn+1

Φ and ψ̃ := zβ
1+...+βn+1

Ψ, where

Φ =
Wα(F )

Q41 (f)...Q4q (f)
and Ψ =

Wβ(G)

Q41 (g)...Q4q (g)
.

Now, we choose distinct indices i0 and j0 such that

χ := fi0gj0 − fj0gi0 . (2.27)

Note that if χ ≡ 0 for all indices i0 and j0, then f ≡ g . For χ not identically zero, if

ν∞Φ (p) > 0 for a point p ∈ B(1), then Qj(f)(p) = 0 for some j ≤ q. Then p ∈ f−1(Dj) ⊂

∪qj=1(f−1(Dj)∪g−1(Dj)) and so f(p) = g(p) = 0. This implies that χ(p) = 0 and ν∞Φ ≤ ν0
χ.

Hence, by proposition 2.1.7 and the fact that the hypersurfaces are in general position, we

can conclude that

N∞Φ (r, r0) ≤ 4n(l − 1)N0
χ(r, r0).

Similarly, we have

N∞Ψ (r, r0) ≤ 4n(l − 1)N0
χ(r, r0).

On the other hand, we have ‖χ‖ ≤ 2‖f‖‖g‖. It then follows that outside of an analytic set

of codimension ≥ 2, the functions φ̃χ4n(l−1) and ψ̃χ4n(l−1) are both holomorphic on B(1).

Set

t :=
ρ

dq4−lN − 24 n(l − 1)
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and define a plurisubharmonic function u by

u := t log |φ̃ψ̃χ24n(l−1)|.

Since ρ+ 24 tn(l − 1) = t(dq4−lN) we obtain that

det(hij̄)e
u+u1+u2 ≤ |φ̃|t|ψ̃|t|χ|24tn(l−1)‖f‖ρ‖g‖ρ

≤ K|φ̃|t|ψ̃|t‖f‖ρ+24tn(l−1)‖g‖ρ+24tn(l−1)

≤ K|φ̃|t|ψ̃|t‖f‖t(dq4−lN)‖g‖t(dq4−lN)

for some constant K. The volume form on M is given by

dV := cm det(hij̄)vm.

Therefore,

I : =
∫
B(1)

eu+u1+u2dV

≤ K
∫
B(1)
|φ̃|t‖f‖t(dq4−lN)|ψ̃|t‖g‖t(dq4−lN)vm

where K is some positive constant.

Let p1 = p2 = 2; then 1
p1

+ 1
p2

= 1 and by Hölder inequality we have:

I ≤ K
(∫

B(1)
|φ̃|tp1‖f‖tp1(dq4+lN)vm

)1/p1(∫
B(1)
|ψ̃|tp2‖g‖tp2(dq4−lN)vm

)1/p2

≤ K
(∫ 1

0
r2m−1

( ∫
S(r)
|φ̃|tp1‖f‖tp1(dq4+lN)σm

)
dr
)1/p1

×

(∫ 1

0
r2m−1

( ∫
S(r)
|ψ̃|tp2‖g‖tp2(dq4−lN)σm

)
dr
)1/p2

.

Using Lemma 2.1.5 with ε = d, we have

− lN
4
≥ −d(n+ 1)− d/2.
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So

dq4−lN − 24 n(l − 1) = 4
(
dq − lN

4
− 2n(l − 1)

)
≥ 4

(
dq − d(n+ 1)− d

2
− 2n(l − 1)

)
= d4

(
q − (n+ 1)− 1

2
− 2n(l − 1)

d

)
≥ d4

(ρl(l − 1)
d

)
= 4ρl(l − 1).

So

tp2l(l − 1)/2 = tp1l(l − 1)/2 = tl(l − 1) =
l(l − 1)ρ

dq4−lN − 24 n(l − 1)

≤ 1
4

< 1.

Take some p′ with 0 < tl(l−1) < p′ < 1. By the same argument as in the proof of Theorem

2.1.6, it follows from Proposition 1.3.16 that for r0 < r < R < R0,∫
S(r)
|φ̃|p1t‖f‖p1t(dq4−LN)σm =

∫
S(r)

(|φ̃|‖f‖(dq4−LN))p1tσm

=
∫
S(r)
|zα1+...+αn+1Wα(F )‖f‖(dq4−LN)

Q41 (f)...Q4q (f)
|p1tσm

≤K3

( 1
R− r

Tf (R, r0)
)p′
.

Likewise, we have∫
S(r)
|ψ̃|p2t‖g‖p2t(dq4−LN)σm ≤ K4

( 1
R− r

Tg(R, r0)
)p′
.

We can conclude that ∫
B(1)

eu+u1+u2dV <∞.
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On the other hand, by the result of Yau ([20]) and Karp ([22]), we have∫
B(1)

eu+u1+u2dV =∞,

because u+ u1 + u2 is plurisubharmonic. This is a contradiction.

We now deal with the case

lim
r−→1

sup
Tf (r, r0)

log 1/(1− r)
=∞.

Now, applying theorem 2.1.8 with ε = 1/2 to the maps f and g, we get

(q − (n+ 1)− 1/2)Tf (r, r0) ≤
q∑
j=1

d−1N
[l−1]
f (r,Dj) + Sf (r),

(q − (n+ 1)− 1/2)Tg(r, r0) ≤
q∑
j=1

d−1N [l−1]
g (r,Dj) + Sg(r),

where Sf (r) and Sg(r) are giving like in theorem 2.1.8. Adding these two inequalities give

(
q − (n+ 1)− 1/2

)(
Tf (r0, r) + Tg(r0, r)

)
≤ 1
d

q∑
j=1

(N [l−1]
f (r,Dj) +N [l−1]

g (r,Dj))

Sg(r) + Sf (r).

Using the fact that theDjs are in general position, the sum
∑q

j=1(N [l−1]
f (r,Dj)+N

[l−1]
g (r,Dj))

counts each point of the set A = ∪qj=1(f−1(Dj) ∪ g−1(Dj)) with order at most 2n(l − 1).

Hence,

(
q − (n+ 1)− 1/2

)(
Tf (r0, r) + Tg(r0, r)

)
≤ 2n(l − 1)

d
N(r,A) + Sg(r) + Sf (r). (2.28)

We now claim that

N(r,A) ≤ Tf (r0, r) + Tg(r0, r) +O(1).
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Indeed, consider the map χ := fi0gj0−fj0gi0 defined in (2.27). If z ∈ A, then f(z) = g(z)

and so χ(z) = 0. It then follows that N(r,A) ≤ N0
χ(r, r0). By the first main theorem,

N0
χ(r, r0) ≤ Tχ(r, r0) +O(1) ≤ Tf (r, r0) + Tg(r, r0) +O(1),

where in the last inequality, we have used the fact ‖χ‖ ≤ 2‖f‖‖g‖. The claim then follows.

(2.28) therefore gives

(
q − (n+ 1)− 1/2

)(
Tf (r0, r) + Tg(r0, r)

)
≤

2n(l − 1)
d

(Tf (r) + Tg(r)) + Sg(r) + Sf (r) ≤(2n(l − 1)
d

+
ρl(l − 1)

d

)
(Tf (r) + Tg(r)) + Sg(r) + Sf (r).

So

(
q − (n+ 1)− 1/2− 2n(l − 1)

d
− ρl(l − 1)

d

)
(Tf (r0, r) + Tg(r0, r)) ≤ Sg(r) + Sf (r).

(2.28) therefore gives

(
q − (n+ 1)− 1/2

)(
Tf (r0, r) + Tg(r0, r)

)
≤

2n(l − 1)
d

(Tf (r) + Tg(r)) + Sg(r) + Sf (r) ≤(2n(l − 1)
d

+
ρl(l − 1)

d

)
(Tf (r) + Tg(r)) + Sg(r) + Sf (r).

So

(
q − (n+ 1)− 1/2− 2n(l − 1)

d
− ρl(l − 1)

d

)
(Tf (r0, r) + Tg(r0, r)) ≤ Sg(r) + Sf (r).

If R0 =∞, then (2.28) leads to a contradiction since

lim
r−→∞

Sf (r) + Sg(r)
Tf (r0, r) + Tg(r0, r)

= 0.
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In the case R0 <∞, if we assume

lim sup
r→R0

Tf (r, r0)
log(1/R0 − r)

=∞,

then, again (2.28) leads to a contradiction. We conclude the proof of Theorem 1.2.3 by

observing that I(1/d) ≤ I(2), where I(x) := min{k ∈ N : k > x}.

�

2.3 The Gauss map of a complete regular submanifold of Cm

For a general oriented k−submanifold of Rn the Gauss map can be defined, and its target

space is the oriented Grassmannian G̃k,n, i.e. the set of all oriented k−planes in Rn. In this

case a point on the submanifold is mapped to its oriented tangent subspace. One can also

map to its oriented normal subspace; these are equivalent as G̃k,n ∼= G̃n−k,n via orthogonal

complement. In Euclidean 3−space, this says that an oriented 2-plane is characterized

by an oriented 1-line, equivalently a unit normal vector (as G̃1,n
∼= Sn−1), hence this is

consistent with the definition above.

Finally, the notion of Gauss map can be generalized to an oriented submanifold X of

dimension k in an oriented ambient Riemannian manifold M of dimension n. In that case,

the Gauss map then goes from X to the set of tangent k−planes in the tangent bundle TM .

The target space for the Gauss map N is a Grassmann bundle built on the tangent bundle

TM . In the case where M = Rn, the tangent bundle is trivialized (so the Grassmann

bundle becomes a map to the Grassmannian), and we recover the previous definition.

Let f = (f1, ..., fm) : M → Cm be a regular submanifold of Cm, namely, M be a

connected complex manifold and f be a holomorphic map of M into Cm such that rank
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dpf = dimM for every point p ∈M .

To each point p ∈M , we assign the tangent space Tp(M) of M at p which may be re-

garded as an n−dimensional linear subspace of Tf(p)Cm. On the other hand, each Tp(Cm)

is identify with T0(Cm) = Cm by a parallel translation. Therefore, to each Tp(M) corre-

sponds a point G(p) in the complex Grassmannian manifold G(n,m) of all n−dimensional

linear subspaces of Cm, where n = dimM.

Definition 2.3.1 We call the map G : M −→ G(n,m) the Gauss map of f : M −→ Cm.

The space G(n,m) is canonically embedded in PN (C) = P(∧nCm), where N =
( m

n

)
− 1.

The Gauss map G may be identified with holomorphic map of M into PN (C) given as

follows:

Taking holomorphic local coordinates (z1, ..., zn) defined on an open set U , we consider the

map

∧
:= D1f ∧ · · · ∧Dnf : U −→

n∧
Cm − {0},

where Dif = ((∂/∂zi)f1, · · · , (∂/∂zi)fN+1). Then,

G = π.
∧

locally, where π : CN+1 − {0} −→ PN (C) is the canonical projection map.

A regular submanifold M of Cm is considered a Kähler manifold with the metric ω

induced from the standard flat metric on Cm. By dV we denote the volume form on M .

We can see that For arbitrarily holomorphic coordinates z1, ..., zn,

dV = |
∧
|2
(√−1

2

)n
dz1 ∧ dz̄1 ∧ · · · ∧ dzn ∧ dz̄n,
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where

|
∧
|2 =

∑
1≤i1<···<in≤m

∣∣∣∂(fi1 , ..., fin)
∂(z1, ..., zn)

∣∣∣2.
For a regular submanifold f : M −→ Cm the Gauss map G : M −→ PN (C) satisfies

condition

ΩG + ddc log h2 = ddc log |
∧
|2 = Ric (ω)

where h = 1.

As a direct consequence of Theorem 2.1.6 , we have

Theorem 2.3.2 Let f : M → Cm be a complete regular submanifold such that the uni-

versal covering of M is biholomorphic to B(R0) (0 < R0 ≤ +∞). If the Gauss map

G : M → PN (C) is algebraically nondegenerate, then for every hypersurfaces D1, ..., Dq

of degree dj j = 1, ..., q in general position, by letting d =l.c.m. {d1, . . . , dq} (the least

common multiple of {d1, . . . , dq}), we have, for every ε > 0,

q∑
j=1

δGl−1(Dj) ≤ N + 1 + ε+
l(l − 1)

d

where l ≤ 2N
2+4NeNd2N (NI(ε−1))N , n = dimM , and N =

 m

n

− 1.
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