
c©Copyright by

Blerina Xhabli

December, 2009



UNIVERSAL OPERATOR SYSTEM STRUCTURES ON

ORDERED SPACES AND THEIR APPLICATIONS

A Dissertation

Presented to

the Faculty of the Department of Mathematics

University of Houston

In Partial Fulfillment

of the Requirements for the Degree

Doctor of Philosophy

By

Blerina Xhabli

December, 2009



UNIVERSAL OPERATOR SYSTEM STRUCTURES ON

ORDERED SPACES AND THEIR APPLICATIONS

Blerina Xhabli

Approved:

Dr. Vern I. Paulsen (Committee Chair)
Department of Mathematics, University of Houston

Committee Members:

Dr. David W. Kribs
Department of Mathematics and Statistics,

University of Guelphs

Dr. Bernhard Bodmann
Department of Mathematics, University of Houston

Dr. Mark Tomforde
Department of Mathematics, University of Houston

Dr. John L. Bear
Dean, College of Natural Sciences and Mathematics,

University of Houston

ii



Acknowledgments

Though only my name appears on the cover of this dissertation, a great many people

have contributed to its production. I owe my gratitude to all those people who have made

this dissertation possible and because of whom my graduate experience has been one that

I will cherish forever.

It is difficult to overstate my deepest gratitude to my Ph.D. advisor, Prof. Dr. Vern

I. Paulsen. I have been amazingly fortunate to have an advisor who gave me the freedom

to explore on my own, and at the same time the guidance to recover when my steps fal-

tered. With his profound knowledge, his enthusiasm, his inspiration, and his great efforts

to explain things clearly and simply, he helped to make mathematics fun for me. The door

to Prof. Dr. Paulsen’s office was always open whenever I ran into a trouble spot or had a

question about my research or writing. Throughout my thesis-writing period, he provided

encouragement, sound advice, good teaching, good company, and lots of good ideas.

I would like to extend this gratitude to my committee members Dr. David W. Kribs, Dr.

Bernhard Bodmann, and Dr. Mark Tomforde who honoured me by reading and by being a

part of this work. Their careful reading of this dissertation and subsequent comments have

improved the content and presentation greatly.

I am indebted to the Department of Mathematics for providing funding and excellent

research opportunities for graduate studies. I would like to acknowledge Dr. Shanyu Ji for

much valuable advice, encouragement and believing in me. He was the first to open this

window of my life by giving the opportunity to study in this department. Also I would

like to express my special thanks to Dr. Matthew O’Malley for valuable discussions about

teaching experience and his guidance on how to be a good academician. I am also thankful

to my many fellow colleagues for providing a stimulating and fun environment in which to

iii



learn and grow.

Many friends have helped me stay sane through these difficult years. Their support and

care helped me overcome setbacks and stay focused on my graduate study. I greatly value

their friendship and I deeply appreciate their belief in me.

Most importantly, none of this would have been possible without the love and patience

of my family. I would like to express my heart-felt gratitude to my husband Yusuf Arikan,

for his support and assistance in every step of my thesis. I would like to thank him for

showing me the beauty and the opposite site of life and for making my mind relax during

the hard times of my thesis. I also would like to thank my charming daughter Eda, who

joined us when I was working on this dissertation, for giving me unlimited happiness and

pleasure and for being a strong motivation to go on.

Finally, but not the least, I owe special thanks and gratitude to my beloved parents,

Shefki and Valentina, to whom I dedicate this thesis, for being a constant source of love,

support and strength all these years and for believing in me. Of course, I would not forget

to thank my dear sisters among whom I was blessed to be, for being always there for me.

iv



UNIVERSAL OPERATOR SYSTEM STRUCTURES ON

ORDERED SPACES AND THEIR APPLICATIONS

An Abstract of a Dissertation

Presented to

the Faculty of the Department of Mathematics

University of Houston

In Partial Fulfillment

of the Requirements for the Degree

Doctor of Philosophy

By

Blerina Xhabli

December, 2009

v



Abstract

We are interested in the construction of some universal operator systems that have a

given Archimedean ordered ∗-vector space as their ground level. Operator system theory

was formulated in the late 1970’s. Even though there hasn’t been much development in

this direction, operator systems play a great role in the study of operator space theory and

quantum information theory.

The structure of operator systems and the positive cones they possess make the study of

completely positive maps even more accessible and more interesting. In [23], we encounter

the so-called minimal and maximal operator systems constructed over a given Archimedean

ordered ∗-vector space. Based on these structures, we develop a technique to build our

universal minimal and maximal operator systems. The investigation of the properties of

completely positive maps from our universal minimal operator system into the universal

maximal operator system, leads us to a new characterization of the “partially entanglement

breaking maps” encountered in Quantum Information Theory.

Our methods come from the realm of completely positive maps, some duality techniques,

and matrix theory.
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Chapter 1

Introduction

1.1 Prologue

Operator system theory was initiated with Arveson’s version of the Hahn-Banach theorem

for completely positive operator-valued mappings [1]. Around the 1920-1930’s, functional

analysis had been successfully applied to the investigation of function algebras. The fact

that these function algebras may be regarded as non-self adjoint subalgebras of commuta-

tive C∗-algebras, lead to the exploration of their non-commutative analogues. Kadison and

Singer [16] were among the first to explore this direction.

A key method in function algebra theory is to extend linear functionals from a function

algebra to functionals on the surrounding C∗-algebras. This is what made the Hahn-Banach

theorem a central tool in classical functional analysis, and the same is true in the non-

commutative context. Replacing scalar functionals with operator-valued mappings was the

very necessary step that Arveson figured out for the non-commutative case. But this was

not sufficient, since the usual Hahn-Banach theorem fails in this context. Therefore, Arve-

son realized that one could extend such mappings provided one used “matrix orders” and

the “completely positive mappings” of Stinespring [28]. He was able to prove an influential
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1.2 OPERATOR SPACES

extension theorem in this context, and study some of its applications [2].

This remarkable result of Arveson made other mathematicians aware of the natural

“hidden structure” of operator linear spaces, encoded in their matrix orderings and norms.

The easiness to approach this ordered theory gave rise to the corresponding theory of “oper-

ator systems”, formulated by Choi and Effros [4] in the late 1970’s. These newly formulated

systems are the operator analogues of Kadison’s function systems [15], a natural category

of unital ordered Banach spaces. Wittstock [31] gave the general formulation of Arveson-

Hahn-Banach theorem and Paulsen [21] was the first to prove such a result using the theory

of operator systems. Operator system theory provides an abstract description of the or-

der structure of self-adjoint unital subspaces of C∗-algebras. Even though there has been

relatively little development of the abstract theory of operator systems, many deep results

of operator spaces come from regarding them as “corners” of operator systems. So new

developments in the theory of operator systems could lead to new insights in the theory of

operator spaces.

Many applications of the theory of completely bounded maps to operator theory are pre-

sented in Paulsen’s book [20]. The extension and representation theorems for completely

bounded maps show that the subspaces of C*-algebras carry naturally induced metric struc-

ture which is preserved by complete isometries. This structure has been characterized by

Ruan’s theorem [26] in terms of the axioms of an operator space.

1.2 Operator Spaces

Operator spaces can be looked at from two points of view, rather like one can approach

C∗-algebras either concretely as being ∗-closed subalgebras of B(H), the bounded operator

on some Hilbert space H or, abstractly, as a Banach algebra satisfying certain properties.

2



1.2 OPERATOR SPACES

Very briefly, concrete operator spaces are closed linear subspaces of B(H), for some Hilbert

space H. To get the right idea, one should really consider operator spaces as a category

where the appropriate mappings are the completely bounded linear mappings between the

operator spaces. Associated with an operator space X ⊆ B(H), we have embedding of the

space Mn(X) of n× n matrices with entries in X into Mn(B(H)) for all n ∈ N. We regard

Mn(B(H)) as being the bounded operators B(Hn) on the Hilbert spaceHn = H⊕H⊕· · ·⊕H

(n times) using the standard idea of how matrices of operators act:



x11 x12 · · · x1n

x21 x22 · · · x2n

...
...

. . .
...

xn1 xn2 · · · xnn





v1

v2

...

vn


=



∑n
i=1 x1ivi∑n
i=1 x2ivi

...∑n
i=1 xnivi


.

If T : X → Y is a linear operator, then we define T (n) : Mn(X)→Mn(Y ) by applying T to

each entry of matrices with entries in X:

T (n)



x11 x12 · · · x1n

x21 x22 · · · x2n

...
...

. . .
...

xn1 xn2 · · · xnn


=



T (x11) T (x12) · · · T (x1n)

T (x21) T (x22) · · · T (x2n)

...
...

. . .
...

T (xn1) T (xn2) · · · T (xnn)


.

In the case of operator space X ⊆ B(H) and Y ⊆ B(K), we have Hilbert space norms on the

spaces Mn(X) and Mn(Y ). The completely bounded norm of a linear operator T : X → Y

between operator spaces X and Y is

‖T‖cb = sup
n∈N
‖T (n)‖.

If T : X → Y is a completely bounded operator between operator spaces X and Y with

‖T‖cb = ‖T−1‖cb = 1, then T is called a completely isometric isomorphism.

3



1.2 OPERATOR SPACES

Abstractly, an operator space consists of a Banach space X together with a family of matrix

norms {‖ · ‖n : Mn(X)→ R}∞n=1 on each Mn(X) which satisfy Ruan’s axioms:

(R1) ‖αxβ‖m ≤ ‖α‖‖x‖n‖β‖, for all x ∈Mn(X), α ∈Mm,n, β ∈Mn,m

(R2) ‖x⊕ y‖n+m = max{‖x‖n, ‖y‖m}, for all x ∈Mn(X), y ∈Mm(X).

Note that the norm of the scalar matrices α ∈ Mm,n and β ∈ Mn,m are their norms as

operators on a finite dimensional Hilbert space.

Every concrete operator spaceX ⊆ B(H) gets norms on the matrix spacesMn(X) ⊆ B(Hn).

One can easily verify that these norms satisfies the two properties (R1) and (R2). Thus

every concrete operator space is an operator space. Conversely, every abstract operator

space X can be viewed as a concrete operator space via a completely isometric embed-

ding T : X → B(H) which preserves the matrix norms, i.e. T (n) : Mn(X)→Mn(B(H)) ∼=

B(Hn) is an isometric embedding for each n ∈ N. This result is due to Ruan [26], [7].

Every C∗-algebra A is an operator space, since A can be embedded as a norm-closed ∗-

subalgebra of some B(H):

Theorem 1.2.1 (Gelfand-Naimark Theorem, [10]). If A is a C∗-algebra, then there exists

a Hilbert space H and an isometric ∗-isomorphism of A onto a closed ∗-subalgebra of B(H).

Also, every Banach space X can be regarded as an operator space, since X can be

embedded in a B(H). There is an isometric embedding of X in the commutative C∗-

algebra C(BX∗) of continuous functions on the unit ball BX∗ = {x∗ : ‖x∗‖ ≤ 1} of the dual

of X given by x(x∗) = x∗(x). By using the matrix norms on this C∗-algebra, we obtain

matrix norms on Mn(X) for all n ∈ N. This is the smallest possible operator space that

can be constructed and is denoted by MIN(X) [22].

There is also a canonical largest operator space constructed on a given Banach space X.

It is denoted by MAX(X) in [22], and the MAX(X) matrix norms are clearly the largest

4



1.3 OPERATOR SYSTEMS AND COMPLETELY POSITIVE MAPS

possible, given by

‖x‖n = sup{‖T (n)(x)‖ : T : X → B(H) an isometric embedding}.

These operator spaces are characterized by the universal mapping property: For any normed

space X, and any operator space Y, CB(MAX(X), Y ) = B(X,Y ) and CB(Y,MIN(X)) =

B(Y,X). We have the duality of MIN and MAX as follows: MIN(X)∗ = MAX(X∗) and

MAX(X)∗ = MIN(X∗) completely isometrically. MIN and MAX can be viewed as functors

from the category whose objects are normed spaces and whose morphisms are contractive

linear maps into the category whose objects are operator spaces and whose morphisms are

completely contractive maps. In this categorical sense, “first level” is really the functor from

the category of operator spaces to normed spaces that “forgets” the additional structure.

A lot of work has been done explaining the difference between the MIN and MAX functors,

constructing other natural operator space structures on normed spaces, and exploring the

behavior of these functors with respect to various natural tensor norms on each category.

In [23], a parallel development has been done of the analogues in the operator system setting

of the MIN and MAX functors.

1.3 Operator Systems and Completely Positive Maps

Given a Hilbert space H and n ∈ N, we have the natural identification Mn(B(H)) ∼= B(Hn),

determined by matrix multiplication. B(H) is matrix normed and matrix ordered, in the

sense that each matrix space Mn(B(H)) has a corresponding norm and ordering. The norms

and orderings on these spaces are linked by some fundamental relations. Let a ∈Mn(B(H)),

b ∈Mm(B(H)) and A ∈Mn,m. Then, we have

(1) If a ≥ 0 and b ≥ 0, then a⊕ b =

a 0

0 b

 ≥ 0.

5



1.3 OPERATOR SYSTEMS AND COMPLETELY POSITIVE MAPS

(2) Mn(B(H))+ ∩ (−Mn(B(H))+) = {0} for all n ∈ N.

(3) Let b = (bkl) ∈Mm(B(H)), A = (aik) ∈Mn,m and C = (clj) ∈Mm,n. Then we define

an n× n matrix over B(H) by

AbC =

 m∑
k,l=1

aikbklclj

n
i,j=1

.

If b ∈Mm(B(H))+ and A ∈Mn,m any scalar matrix, then AbA∗ ∈Mn(B(H))+.

Let A be a C∗-algebra, and let S be a subset of A. We set

S∗ = {a : a∗ ∈ S},

and we call S self-adjoint when S = S∗. If A has a unit I and S is a self-adjoint subspace

of A containing I, then we call S a (concrete) operator system. Consider Mn(A) and

denote the matrix unit In = In⊗I, where In is the identity matrix of Mn. We endow Mn(S)

with the canonical ∗-operation, the norm and the relative order structure it inherits as a

subspace of Mn(A). Hence, the positive elements of Mn(S) can be described as

Mn(S)+ = Mn(S) ∩Mn(A)+, for all n ∈ N.

Using the Gelfand-Naimark Theorem, it follows that the properties (1), (2) and (3) given

above, hold for matrices over S. In particular, for any self-adjoint element h ∈ Mn(S), we

have

h = (h+ ‖h‖ · In)− ‖h‖ · In,

6



1.3 OPERATOR SYSTEMS AND COMPLETELY POSITIVE MAPS

where h+‖h‖·In ≥ 0 and ‖h‖·In ≥ 0. Thus, all the self-adjoint elements of Mn(S), denoted

by Mn(S)sa, can be given by

Mn(S)sa = Mn(S)+ −Mn(S)+, for all n ∈ N.

A moment’s reflection will convince the reader that for each n ≥ 1, Mn(S) is an operator

system.

As one might expect, there is an abstract characterization (up to complete order iso-

morphism) for the operator systems involving properties (1), (2) and (3) above, which will

be explained in detail in Section 2.1 of Chapter 2. To this end, let V be a complex vector

space and assume there exists an involutive linear map v 7→ v∗ on V with (v∗)∗ = v for

all v ∈ V . Such a space is called ∗-vector space. Let Vsa = {v ∈ V : v = v∗} be the

set of all self-adjoint elements in V and note that every element x in V can be written as

v = h + ik with h = (v + v∗)/2 and k = (v − v∗)/2i both in Ssa. We call e ∈ V an order

unit for V provided that for every v ∈ Vsa there exists some positive real number r > 0

such that re ≥ v. We call an order unit e Archimedean if re ≥ v for all r > 0. For

(vij) ∈ Mn(V ) we set (vij)
∗ = (v∗ji), so that Mn(V ) is also a ∗-vector space. We call e a

matrix order unit provided that en = In⊗e, where In is the identity matrix for Mn, is an

order unit for Mn(V ) for all n, and an Archimedean matrix order unit provided each

en is Archimedean. To make V an operator system, we equip V with a matrix ordering

{Cn}∞n=1 and an Archimedean matrix order unit e, where each Cn is a distinguished

cone in Mn(V )sa that plays the role of the “positive” operators.

Every operator system is an ordered ∗-vector space V with an Archimedean order unit

at the first level and conversely, given any Archimedean order unit space, there are possibly

many different operator systems that all have the given Archimedean order unit space as

7



1.3 OPERATOR SYSTEMS AND COMPLETELY POSITIVE MAPS

their first level [4, 20].

If S and T are two given (concrete) operator systems, then a linear map φ : S → T is

called n-positive if its natural extension φ(n) : Mn(S)→Mn(T ) given by

φ(n)((aij)) = (φ(aij)),

is positive. φ is called completely positive if φ is n-positive for all n ∈ N. A completely

positive map is unital if it maps units to units in each matrix space. Moreover, we call

φ a complete order isomorphism provided that φ is invertible with both φ and φ−1

completely positive.

Completely positive maps have been applied to many applicable research areas. One of

the most important characterizations that makes completely positive maps such a wonderful

tool in many areas, is the existence of an operator-sum representation, as described in the

following theorem:

Theorem 1.3.1 (Choi-Kraus, [3], [17]). Let H,K be finite dimensional Hilbert spaces, and

let φ : B(H)→ B(K) be a completely positive linear map. Then, there exists a (non-unique)

family of operators {A1, A2, . . . , An} ⊆ B(H,K) which determine the map φ through the

equation

φ(T ) =
n∑
i=1

AiTA
∗
i , for all T ∈ B(H).

Note that such operators described in the theorem above, are the so called Kraus op-

erators. In linear algebra, the trace of an n× n square matrix A = (aij) is defined to be

the sum of the elements on the main diagonal (the diagonal from the upper left to the lower

right) of A, i.e. tr(A) = a11 + a22 + · · ·+ ann =
∑n

i=1 aii.

8



1.4 BASICS IN QUANTUM INFORMATION THEORY

A completely positive map φ : B(H) → B(K), whose operator-sum representation

is given by φ(·) =
∑n

i=1Ai(·)A∗i for some family of Kraus operators {A1, A2, . . . , An} ⊆

B(H,K), is called trace-preserving provided that tr(φ(X)) = tr(X) for each X ∈ B(H).

This is equivalent to
n∑
i=1

A∗iAi = IH,

where IH is the identity operator on H. This is also equivalent to the “dual map” of φ

being unital. We say φ is unital if also

φ(IH) =
n∑
i=1

AiA
∗
i = IK.

Because of the properties they possess, trace-preserving completely positive maps are

one of the key natural ingredients in Quantum Information Theory. They are known as

quantum channels. We will give a mathematical formulation of fundamental notions in

quantum information theory, and a motivation for our work.

1.4 Basics in Quantum Information Theory

Quantum information theory has been studied by researchers from various backgrounds.

Their approach can be broadly divided into two categories: one based on information theory,

and the other based on quantum mechanics. An investigation of the quantum information

and quantum computing literature reveals that many techniques from operator theory and

operator algebras have been, or could be, used to build mathematical groundwork for the

physical theories in these areas. Quantum mechanics is the mathematical framework for the

development of the physical theories. Motivated by the postulates of quantum mechanics, an

assumption typically made in quantum information theory is that every quantum operation

on a closed quantum system is reversible. In order to treat information processing in

quantum systems, it is necessary to mathematically formulate fundamental postulates of

9



1.4 BASICS IN QUANTUM INFORMATION THEORY

quantum mechanics: quantum systems and its states, quantum evolutions and operations,

quantum measurements, and composite systems [19].

1.4.1 Formulation of Postulates in Language of State Vectors

First, we consider the quantum systems. A quantum system is described by a complex

vector space with inner product, i.e. a Hilbert space H, known as the state space of

the system. The physical state of the system is completely described by its state vector,

which is a unit vector in the system’s state space. More precisely, it can be explained

by a one-dimensional subspace spanned by this vector. The simplest quantum mechanical

system and the fundamental one in quantum mechanics is the qubit. A qubit has a two-

dimensional state space. With an orthonormal basis {e0, e1} the most general state vector

of a qubit can be represented as

u = αe0 + βe1,

where α, β ∈ C and 〈u, u〉 = u∗u = |α|2 + |β|2 = 1. A good example that can represent

a qubit is photon polarizations. Photons are massless spin-1 particles; they can have two

independent polarizations, transverse to the direction of propagation. Under a rotation

about the axis of propagation, the two linear polarization state vectors ~h and ~v (representing

horizontal and vertical polarizations respectively) transform as

~h→ (cos θ)~h+ (sin θ)~v

~v → (− sin θ)~h+ (cos θ)~v.

The matrix representation of this transform is

 cos θ sin θ

− sin θ cos θ

. The state space of “pho-

tons of light” are all the points in C2.

The evolution of a closed quantum system is described by a unitary transformation.

10



1.4 BASICS IN QUANTUM INFORMATION THEORY

As time passes, the state vector u1 of a quantum system at time t1 is related to its state

vector u2 of the system at time t2 by a unitary operator U which depends only on the given

times t1, t2 of change

u2 = Uu1.

So closed quantum systems evolve according to unitary evolution. The evolution of closed

systems is all very well, but to explain what happens when the quantum system is no longer

closed, and not necessarily subject to unitary evolution, there is need to describe the mea-

surements on quantum systems.

Quantum measurements are described by a collection {Mm} of measurement op-

erators, also known as Kraus operators. These are operators acting on the state space

of the system being measured. If the state vector of a quantum system is u before the

measurement, then the outcome m occurs with probability

p(m) = 〈Mmu,Mmu〉 = 〈M∗mMmu, u〉,

and the new state vector of the system after the measurement is

um =
Mmu√

〈M∗mMmu, u〉
.

The probabilities of all outcomes add up to one

1 =
∑
m

p(m) =
∑
m

〈M∗mMmu, u〉, for all states u,

so that the measurement operators satisfy the completeness equation

∑
m

M∗mMm = I.

11



1.4 BASICS IN QUANTUM INFORMATION THEORY

For example, measuring a qubit to be e0 or e1 (think of e0 and e1 as the basis vectors of

C2) is thus a measurement with measurement operators

M0 = e0e
∗
0 =

1 0

0 0

 , M1 = e1e
∗
1 =

0 0

0 1

 .
The state vector u = αe0 + βe1 then has probability

p(0) = 〈M∗0M0u, u〉 = 〈M0u, u〉 = |α|2

of yielding e0, and probability

p(1) = 〈M∗1M1u, u〉 = 〈M1u, u〉 = |β|2

of yielding e1 after the measurement, with new state vectors

u0 =
M0u

|α|
=

α

|α|
e0 and u1 =

M1u

|β|
=

β

|β|
e1 , respectively.

Let M be a self-adjoint operator on the state space of the system being observed. Such

an operator is called an observable. Look at the spectral decomposition of M

M =
∑
m

λmPm,

where Pm is the projection onto the eigenspace of M with eigenvalue λm. The possible

outcomes of the measurement correspond to eigenvalues λm of the observable. By measuring

the state vector u, the probability of getting result λm is given by

p(m) = 〈Pmu, u〉.

12



1.4 BASICS IN QUANTUM INFORMATION THEORY

Given that, the measured state of the quantum system is

um =
Pmu√
p(m)

.

The family of these projections forms the so called projective measurement of the quan-

tum system, which together with unitary dynamics are sufficient to implement a general

measurement of quantum system. Projective measurement have very nice properties related

to probability. The average value of the observable M , i.e. the expected value of it, can be

given by

E(M) =
∑
m

λmp(m)

=
∑
m

λm〈Pmu, u〉

=
〈(∑

m

λmPm

)
u, u

〉
=

〈
Mu, u

〉
.

Projective measurements are repeatable in the sense that if we perform a projective

measurement once, and obtain the outcome m, repeating the measurement gives the out-

come m again and does not change the state. To see this, suppose u was the initial state.

After the first measurement the state is um =
Pmu√
〈Pmu, u〉 >

. Applying Pm to um does

not change it, so we have 〈Pmum, um〉 = 1, and therefore repeated measurement gives the

result m each time, without changing the state. Many other quantum measurements are

not repeatable in the same sense as a projective measurement. This property makes them

less preferable than other important quantum measurements.

There is another interesting family of quantum measurements called POVM (abbrev. for

Positive Operator-Valued Measurement). POVMs are best viewed as a special case of the

general measurement formalism, providing the simplest means by which one can study

13
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general measurement statistics, without the necessity for knowing the post-measurement

state. A POVM is a set of positive operators {Em}, that satisfy the completeness equation∑
mEm = I, and the probability of each outcome m is given by p(m) = 〈Emu, u〉, for any

state vector u. An important difference between projective measurement and POVM is

that the elements of a POVM are not necessarily orthogonal, with the consequence that

the number of elements in the POVM, can be larger than the dimension of the Hilbert

space they act in. Every POVM can be associated to some unitarily equivalent general

measurement.

A composite quantum system is a combined system composed of two or more distinct

physical systems. The state space of such systems is described by the tensor product of the

state spaces of the component physical systems, i.e. if H1 and H2 are two quantum systems

whose state spaces are given by the orthonormal basis {ui}i∈I and {vj}j∈J respectively,

then the composite quantum system H1 ⊗H2 is given by {ui ⊗ vj}i∈I,j∈J .

If a state vector of a composite system can be be written as a tensor product of state

vectors of its component systems, then it is called separable. Otherwise, it is called

entangled. The entangled states play a crucial role in quantum computation and quantum

information.

1.4.2 Alternate Formulation in Language of Density Matrices

Up to now, we have formulated the postulates of quantum mechanics using the language

of state vectors. But in certain circumstances, the description of the current condition of

a quantum system, called the quantum state, is difficult to be represented by means of

state vectors. For this reason, an alternate formulation is developed using a tool known as

the density operator or density matrix. This alternate formulation is mathematically

equivalent to the state vector approach, but it provides a more convenient language for

thinking and operating on quantum systems whose state vectors are not commonly known.

14
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More precisely, suppose a quantum system is in one of a number of state vectors ui with

respective probabilities pi, where i is an index. Such a pair {pi, ui} is called an ensemble

of pure states. The density operator for the system is given by the equation

ρ =
∑
i

piPi,

where Pi = uiu
∗
i is the projection operator onto span{ui}.

Suppose that the evolution of a closed system is described by the unitary operator U

that carries an initial state vector to some other state vector. If the system is initially in

the state ui with probability pi, then after the evolution occurs, the system will be in the

state Uui with same probability pi (probability doesn’t change under unitary evolutions of

states). Thus, the evolution of density operator is described as follows

ρ =
∑
i

pi(uiu
∗
i )

U7−→
∑
i

pi(Uui)(Uui)
∗ =

∑
i

piU(uiu
∗
i )U

∗ = UρU∗.

Given quantum measurement operators {Mm} and an initial state ui in which the quantum

system is before the measurement, the probability of getting result m is

p(m|i) = 〈Mmui,Mmui〉 = tr(M∗mMm(uiu
∗
i )) = tr(M∗mMmPi),

where ’tr’ stands for the trace of the operator. The total probability getting result m is

p(m) =
∑
i

p(m|i)pi =
∑
i

pitr(M
∗
mMmPi) = tr(M∗mMmρ),

and all possible probabilities add up to one, i.e.
∑

m p(m) = 1. After a measurement which

15
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yields the result m, we obtain a new ensemble of state vectors

umi =
Mmui√

tr(M∗mMmPi)

with respective probabilities p(i|m). Using elementary probability theory, one can easily

show that the corresponding density operator ρm of such ensemble {umi , p(i|m)} is

ρm =
∑
i

p(i|m)(umi )(umi )∗

=
∑
i

p(m|i)p(i)
p(m)

(Mmui)(Mmui)
∗

tr(M∗mMmPi)

=
∑
i

pi
MmPiM

∗
m

tr(M∗mMmρ)

=
MmρM

∗
m

tr(M∗mMmρ)
.

The fact that the quantum measurement operators on a quantum system H satisfy the

completeness equation implies that the trace of the density operator ρ is equal to one

tr(ρ) = tr(IHρ) = tr(
∑
m

M∗mMmρ) =
∑
m

tr(M∗mMmρ) =
∑
m

p(m) = 1.

This result combined together with tr(Pi) = tr(uiu
∗
i ) = 〈ui, ui〉 = 1 shows that all proba-

bilities pi given by ensemble pairs add up to one

1 = tr(ρ) = tr(
∑
i

piPi) =
∑
i

pitr(Pi) =
∑
i

pi = 1.

Moreover, if h is an arbitrary vector in the existing operator system H described by the

ensembles {pi, ui} for some index i, then

〈ρh, h〉 =
∑
i

pi〈Pih, h〉

16
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=
∑
i

pi〈ui, h〉〈h, ui〉

=
∑
i

pi|〈ui, h〉|2 ≥ 0,

which shows the positivity of the density operator ρ. To summarize, an operator ρ is a

density operator for some ensemble {pi, ui} of the quantum system if and only if ρ is a

positive-definite operator with trace one.

A quantum system whose state vector u is known, is said to be in a pure state, and

the density operator describing the state of the quantum system in this case, has the form

ρ = uu∗. In contrast, if the density operator ρ is not expressible in this form, then the

quantum system is said to be in a mixed state. In general, a density operator can be

formed from an ensemble of density operators {pi, ρi}, each of which arises from some

ensemble {pij , uij} of pure states, so that each state vector uij has probability pipij , i.e.

ρ =
∑
i,j

pipijuiju
∗
ij =

∑
i

pi


∑
i,j

pijuiju
∗
ij︸ ︷︷ ︸

ρi

 =
∑
i

piρi.

We can say that the density operator ρ is a mixture of density operators ρi, each of

which is a mixture of state vectors uij . In the case of a composite quantum system, say

H1⊗H2⊗· · ·⊗Hn where each Hi is prepared in the state ρi, the composite density operator

ρ is given by the tensor product of each of them ρ = ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρn.

Let E : B(H) → B(H) be a completely positive map that transforms a given quantum

state ρ, in which the quantum system H is prepared, into another quantum state ρ′, i.e.

E(ρ) = ρ′. This map is called a quantum operation. All quantum operations E : B(H)→

B(H) are convex linear in the sense that: if ρ is obtained by a randomly selected ensemble

17
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{pi, ρi} such that ρ =
∑

i piρi, then

E(ρ) = E(
∑
i

piρi) =
∑
i

piE(ρi).

The physical quantum operation is a general tool for describing the evolution of quantum

systems in a wide variety of circumstances. Evolution of closed quantum systems occurs via

unitary transformations, and it corresponds to a map ρ
U7−→ UρU∗ for some unitary operator

U .

In the background of quantum computing, the quantum systems of interest are “open”

as they are exposed to external environments during computations. In such cases, the

open system is regarded as part of a larger closed system given by the composite of the

system and the environment. If Hs and He are the system and environment Hilbert spaces,

then the closed system is represented on H = He ⊗Hs. The characterization of evolutions

E : B(Hs) → B(Hs) in open quantum systems Hs, requires first that density operators

are mapped to density operators E(ρ) = ρ′; i.e. the probability densities are mapped to

probability densities

tr(ρ) = 1 = tr(E(ρ)).

Thus, such a map should be positive and trace-preserving. However, this property must

be preserved even when the system is exposed to all possible environments. In terms of the

map, if E : B(Hs)→ B(Hs) describes an evolution of the system, then the extension map

IHe ⊗ E : B(He ⊗Hs)→ B(He ⊗Hs)

must be also positive and trace-preserving for all possible environment Hilbert spaces He.

Hence, the widely accepted working definition of a quantum operation(or evolution) on

a Hilbert space H, is a completely positive, trace-preserving map E on B(H).

18
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Deriving from Theorem 1.3.1, every quantum operation (i.e. every completely positive

trace-preserving map) E : B(H)→ B(K) has an “operator-sum representation” of the form

E(ρ) =
∑
i

EiρE
∗
i ,

for some set of (non-unique) Kraus operators {Ei} which map input Hilbert space H to the

output Hilbert space K, and
∑

iE
∗
i Ei ≤ IH. In the literature, trace-preserving quantum

operations are also known as quantum channels.

A linear functional s : B(H) → C is called positive provided s(T ) ≥ 0 for all positive

operators T ∈ B(H). Moreover, s is called a state provided s(IH) = 1. If H is a quantum

system, then s is a quantum state. A quantum state s : B(H⊗K)→ C is called separable

if it is a convex combination of tensor states

s =
∑
i

risi ⊗ ti,

where si : B(H)→ C and ti : B(K)→ C are states on the component systems, and ri ≥ 0

with
∑

i ri = 1. States that are not separable are said to be entangled.

Let φ : B(L) → B(K) be a linear map, where L and K are finite dimensional Hilbert

spaces with dim(L) = n and dim(K) = m. Then we define the Choi matrix of φ to be

Cφ = (φ(eie
∗
j )) ∈ B(H⊗K),

where {ei}ni=1 is an orthonormal basis of L. This association between φ and Cφ turns out to

be an isomorphism, which is known as Choi-Jamiolkowski isomorphism [3]. Because much

is already known about linear operators, the Choi-Jamiolkowski isomorphism provides a

simple way of studying linear maps on operators – just study the associated linear opera-
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tors instead.

Given a quantum state s : B(H ⊗ K) → C, one can show that the Choi matrix of s is

its density matrix, basically Cs = (s(eie
∗
j ⊗ fkf∗l )) where {ei} and {fk} are orthonormal

basis for H and K respectively. Let E : B(L) → B(K) be a quantum channel and let

IH ⊗ E : B(H⊗L)→ B(H⊗K) be its canonical extension map for all possible H. Then E

is called an entanglement breaking channel provided that s ◦ (IH⊗E) : B(H⊗L)→ C

is a separable state for all quantum states s : B(H⊗K)→ C.

The structure of entanglement breaking channels and their properties have contributed

a number of results related to the hard problem of additivity of capacity in quantum infor-

mation theory. Motivated by these results, there was a big need to generalize the concept

of entanglement breaking channels. This lead to the definition of the classes of partially

entanglement breaking quantum channels [5], [12]. To define such classes, the notion

of partial separability of quantum states was introduced using Schmidt number of the

density matrices.

1.4.3 The Schmidt Number of a Density Matrix

Theorem 1.4.1 (Schmidt Decomposition Theorem, [19]). Let H1 and H2 be Hilbert spaces

of dimensions n and m respectively. For any vector U in the tensor product H1⊗H2, there

exist orthonormal sets {u1, u2, . . . , uk} ⊆ H1 and {v1, v2, . . . , vk} ⊆ H2 for k = min(n,m),

such that

v =

k∑
i=1

αiui ⊗ vi, for some nonnegative real numbers αi ≥ 0.

Let H1 and H2 be Hilbert spaces of dimensions n and m respectively, and let ρ be

the density matrix that describes the current condition of the composite quantum system

H1 ⊗ H2. For simplicity of notations, we will consider the quantum systems H1 and H2
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with the equivalent representations Cn and Cm respectively, and the density matrix as a

square matrix in Mn ⊗Mm.

The Schmidt Decomposition Theorem is a basic tool in quantum information theory. It is

essentially the restatement of the Singular Value Decomposition in a different context. The

formal proof of this theorem works by noticing that there is a linear isomorphism between

Cn ⊗ Cm and Mn,m given by associating a vector ue ⊗ ve ∈ Cn ⊗ Cm with the matrix

uev
∗
e ∈Mn,m and extending linearly. We will denote the matrix associated to the vector U

by Au. In this context, applying the Singular Value Decomposition to Au gives the Schmidt

Decomposition of U . The least number of terms required in the summation is known as the

Schmidt Rank of U . One can realize that, the Schmidt rank of U is equal to the number

of nonzero singular values of the matrix Au associated to U , i.e. the rank of Au. In a similar

way, the nonnegative real constants αe’s are exactly the singular values of Au, and they are

often called the Schmidt coefficients.

Further, since each uev
∗
e ∈Mn,m has rank 1, we see that even if we remove the requirement

that the sets above be orthonormal, it is impossible to write U as the sum of fewer elementary

tensors. To summarize, any vector U ∈ Cn ⊗ Cm can be written as

U =
k∑
e=1

(ue ⊗ ve),

for some sets of vectors {u1, u2, . . . , uk} ⊆ Cn and {v1, v2, . . . , vk} ⊆ Cm for k ≤ min(n,m).

And any rank one positive semi-definite matrix UU∗ can therefore be written as

UU∗ =

k∑
e=1

(ue ⊗ ve)
k∑

f=1

(uf ⊗ vf )∗ =

k∑
e,f=1

(ueu
∗
f ⊗ vev∗f ).
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In other words, given a vector U of Schmidt rank at most k, we have

UU∗ ∈
{ k∑
e,f=1

(ueu
∗
f ⊗ vev∗f ) : {u1, u2, . . . , uk} ⊆ Cn, {v1, v2, . . . , vk} ⊆ Cm

}
.

Let s : Mn ⊗Mn(∼= B(H ⊗ K)) → C be a quantum state. Then s can be represented

by its density matrix ρs given by the Choi matrix of s, i.e. ρs = (s(Eij ⊗ Ekl)), where

{Eij} and {Ekl} are the canonical matrix units for Mn and Mm, respectively. Being a pos-

itive definite matrix, ρs can be written as a sum of rank one positive semi-definite matrices

ρs =
∑p

l=1 UlU
∗
l with each Ul ∈ Cn ⊗ Cm.

If the density matrix ρs of a given state s : Mn ⊗ Mm → C is a finite sum of rank

one positive semi-definite matrices UU∗ with U ∈ Cn⊗Cm of Schmidt rank at most k with

k ≤ min(n,m), then the least such number k is called the Schmidt number [29] of ρs.

The Schmidt number of a density matrix tells us the “level of entanglement or sepa-

rability” of the state. A state s : Mn ⊗Mm → C is called maximally entangled if the

Schmidt number of its density matrix is min(n,m). Also, note that separable states are

represented by density matrices of the form ρ =
∑

j σj ⊗ τj , where each σj =
∑

e u
j
e(u

j
e)∗ ≥

0, τj =
∑

f v
j
f (vjf )∗ ≥ 0. These are exactly the density matrices, whose Schmidt numbers

are equal to 1.

A state s : Mn ⊗Mm → C is called k-separable [29], [12] if the Schmidt number of its

density matrix ρs is at most k with k ≤ min(n,m). The quantum channels that carry any

quantum states into k-separable states, are called k-partially entanglement breaking

channels.
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1.5 Motivation and Work

The study of trace-preserving completely positive maps has recently made a big impact

in quantum information theory. But to talk about the notion of complete positivity, one

should be able to define the operator systems on which these maps are applied. In [23],

two operator systems have been constructed over a given Archimedean order unit space V ,

denoted as OMIN(V ) and OMAX(V ), as the analogues of MIN and MAX functors, and

their properties were developed accordingly. Moreover, it was shown that the entanglement

breaking maps between matrix algebras Mn and Mm are exactly the completely positive

maps between these two new operator systems OMIN(Mn) and OMAX(Mm).

Motivated by this work, in this thesis we introduce other general operator systems that

all have the given Archimedean order unit space as their first level.

Chapter 2 is the main work of this thesis that describes these important steps. In Sec-

tion 2.1, we give the necessary preliminaries for the construction of any operator system on

a given Archimedean order unit ∗-vector space.

Given an Archimedean order unit ∗-vector space, there are possibly many different operator

systems that all have the given Archimedean order unit space as their ground level. This

fact motivates us into finding a way to describe such operator systems. Hence, in Section 2.2

we introduce a key technique to construct a general k-minimal operator system OMINk(V )

and k-maximal operator system OMAXk(V ) for a fixed k ∈ N. We develop their proper-

ties, characterizations and dualizations. We show that the special cases of these universal

operator systems correspond to the minimal and the maximal operator systems introduced

in [23].

Furthermore, given an operator system S and a fixed k ∈ N, in Section 2.3 we construct

two new important operator systems on S, the super k-minimal operator system OMINs
k(S)

and the super k-maximal operator system OMAXs
k(S). The properties that characterize
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these super operator system structures and the results from this developed theory, lead us

to a new interpretation of k-partially entanglement breaking maps between matrix algebras

encountered in quantum information theory [13], [5], [27], [14]. Hence, in Section 2.4 we

characterize the k-partially entanglement breaking maps between two full matrix algebras

in terms of super operator systems OMINs
k(·) and OMAXs

k(·).

Speaking of completely positive maps and their operator-sum representations, there is

a lot of interest in the family of Kraus operators representing the given completely posi-

tive map. Kraus operators are very important for constructions of many different quantum

states, such as Matrix Product States (MPS). Briefly, MPS summarize many of the physical

properties of quantum spin chains. Of particular interest in various physical contexts is the

subset of translationally invariant MPS, also known as finitely correlated states [9], [25].

Their importance stems from the fact that with a simple tensor, A, one can fully describe

relevant states of N spins, which at least in principle should require to deal with an expo-

nential number of parameters when written in a basis in the corresponding tensor Hilbert

space H⊗N . Thus, all physical properties of such states are contained in A. For each such

MPS, there is a canonical form given as follows:

Let us consider a system with periodic boundary of N(large but finite) sites, each of them

with an associated d-dimensional Hilbert space. Then a translationally invariant MPS ξ

on some n-dimensional virtual Hilbert spaces that are connected to the real physical d-

dimensional spaces through a map, is defined by a family of Kraus operators P1 = {Ai ∈

Mn, i = 1, . . . , d}

ξ =
∑

i1,...,iN

tr(Ai1 · · ·AiN )ei1 ⊗ · · · ⊗ eiN ,

where eij are the orthonormal basis for each Cn. There exists a close relation between such

an MPS and the completely positive map given by φ(X) =
∑

iAiXA
∗
i . A lot of applications

of these states in quantum information theory problems [25] are related to the injectivity
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of the following map:

X
ΓL7−−→

∑
i1,...,iL

tr(XAi1 · · ·AiL)ei1 ⊗ · · · ⊗ eiL ,

where Aij ∈ P1. Note that ΓL is injective if and only if the set of L-fold products

{Ai1 · · ·AiL : 1 ≤ i1, . . . , iL ≤ d} spans the entire space of n × n matrices, Mn. More-

over, if the map φ associated to this family of Kraus operators is trace-preserving, i.e.∑
iAiA

∗
i = In, then injectivity of ΓL implies the injectivity of ΓL′ for all L′ ≥ L. In [25],

Michael Wolf has conjectured that this spanning happens at some level L ≤ n2, provided a

nice set of initial matrices is given.

Motivated by these results, in Chapter 3, we investigate the necessary and sufficient

conditions for an arbitrary finite set of matrices P1 = {A1, A2, . . . , Al} in the full matrix

algebra Mn of square matrices such that their set of m-fold products

Pm = P1 · P1 · · · · · P1︸ ︷︷ ︸
m times

=

{ m∏
i=1

Aki : where ki ∈ {1, 2, . . . , l}
}

span the whole matrix algebra Mn. We show some special cases of this result. In Section

3.1, we provide background and necessary definitions and in the rest of the chapter, we

show our work. In the last section, we relate this result to completely positive maps and

quantum channels.
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Chapter 2

Universal Operator System

Structures On Ordered Spaces

2.1 Preliminaries

Let V be a complex vector space. An involution on V is a conjugate linear map ∗ : V → V

given by v 7→ v∗, such that v∗∗ = v and (λv + w)∗ = λ̄v∗ + w∗ for all λ ∈ C and v, w ∈ V .

The complex vector space V together with the involution map is called a ∗-vector space.

If V is a ∗-vector space, then we let Vsa = {v ∈ V |v = v∗} be the real vector space of

self-adjoint elements of V.

A coneW ⊆ V is a nonempty subset of a real vector space V, such that W+W ⊆W and

R+W ⊆W where R+ = [0,∞). Moreover, W is called a proper cone if W ∩ (−W ) = {0}.

An ordered ∗-vector space (V, V +) is a pair consisting of a ∗-vector space V and a

proper cone V + ⊆ Vsa. The elements of V + are called positive and there is a partial order

≥(respectively, ≤) on Vsa defined by v ≥ w (respectively, w ≤ v) if and only if v −w ∈ V +

for v, w ∈ Vsa.
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An element e ∈ Vsa is called an order unit for V if for all v ∈ Vsa, there exists a real

number t > 0 such that te ≥ v. This order unit e is called Archimedean order unit if

whenever v ∈ V and te + v ∈ V + for all real t > 0, we have that v ∈ V +. In this case, we

call the triple (V, V +, e) an Archimedean ordered unital ∗-vector space or an AOU

space for short.

Let (V, V +), (W,W+) be two ordered *-vector spaces with order units e, e′ respectively.

A linear map φ : V → W is called positive if φ(V +) ⊆ W+, and unital if it is positive

and φ(e) = e′. Moreover, φ is an order isomorphism if φ is bijective, and both φ, φ−1 are

positive. Note that, if φ : V →W is positive, then φ(v∗) = φ(v)∗ for all v ∈ V .

Let V be a ∗-vector space and let Mn,m(V ) denote the set of all n ×m matrices with

entries in V . The natural addition and scalar multiplication turn Mn,m(V ) into a complex

vector space. We often write Mn,m = Mn,m(C), and let {Ei,j}n,mi,j=1 denote its canonical

matrix unit system. For a given matrix A ∈Mn,m, we write Ā, At and A∗ for the complex

conjugate, transpose and complex adjoint of A, respectively. If n = m, we write Mn,n =

Mn and In for the identity matrix. The matrix units determine the linear identifications

Mn,m(V ) ∼= Mn,m ⊗ V ∼= V ⊗Mn,m, where

v = (vij) 7→
n,m∑
i,j=1

Ei,j ⊗ vij and v = (vij) 7→
n,m∑
i,j=1

vi,j ⊗ Eij , respectively.

More often than not, we will use the first linear identification with the matrix coefficients on

the right. There are two basic natural operations which link the finite matrix linear spaces

Mn,m(V ): the direct sum and the matrix product. Given v ∈ Mn,m(V ) and w ∈ Mp,q(V ),
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then we define the direct sum v ⊕ w ∈Mn+p,m+q(V ) by

v ⊕ w =

v 0

0 w

 ∈Mn+p,m+q(V ).

On the other hand, given A = (aki) ∈ Mp,n, B = (bjl) ∈ Mm,q and v = (vij) ∈ Mn,m(V ),

we define the matrix product AvB ∈Mp,q(V ) by

AvB =

 n,m∑
i,j=1

akivijbjl

p,q
k,l=1

∈Mp,q(V ).

Note that, if V = Mr and we use the identification Mn,m(Mr) ∼= Mn,m ⊗Mr, then we have

for any X ∈Mp,n, a ∈Mn,m(Mr) and Y ∈Mm,q

XaY = (X ⊗ Ir)a(Y ⊗ Ir) ∈Mp,q(Mr).

Let V, W be two ∗-vector spaces. Given a linear map φ : V →W and n,m ∈ N, we have a

corresponding map φ(n,m) : Mn,m(V ) → Mn,m(W ) defined by φ(n,m)(v) = (φ(vij)). We let

φ(n) = φ(n,n) : Mn(V )→Mn(W ).

If we are given v, w, A and B as above, then one can easily verify that

φ(n+p,m+q)(v ⊕ w) = φ(n,m)(v)⊕ φ(p,q)(w)

and

φ(p,q)(AvB) = Aφ(n,m)(v)B.

Moreover, if φ : V →W is a linear map and W = Mk, then we have for any X ∈Mp,n,

a ∈Mn,m(V ) and Y ∈Mm,q

φ(p,q)(XaY ) = Xφ(n,m)(a)Y = (X ⊗ Ik)φ(n,m)(a)(Y ⊗ Ik).
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Let V be a ∗-vector space. We define a ∗-operation on Mn(V ) by letting [vij ]
∗ = [v∗ji].

With respect to this operation, Mn(V ) is a ∗-vector space. We let Mn(V )sa be the set of all

self-adjoint elements of Mn(V ). Let {Cn}∞n=1 be a family of proper cones Cn ⊂ Mn(V )sa

for all n ∈ N, such that they are compatible, i.e X∗CnX ⊆ Cm for all X ∈Mn,m, m ∈ N.

We call each such Cn a matrix cone, the family of these matrix cones a matrix ordering

on V, and the pair (V, {Cn}∞n=1 ) a matrix ordered ∗-vector space.

Let (V, {Cn}∞n=1 ) and (W, {C ′n}∞n=1 ) be matrix ordered ∗-vector spaces. Then a linear

map φ : V →W is called completely positive if φ(n)(Cn) ⊆ C ′n for all n ∈ N. Moreover, φ

is called a complete order isomorphism if φ is invertible and both φ, φ−1 are completely

positive.

Let (V, {Cn}∞n=1 ) be a matrix ordered ∗-vector space. Let e ∈ Vsa be the distinguished

order unit for V. Consider the corresponding diagonal matrix en = e ⊗ In ∈ Mn(V )sa for

all n ∈ N, where In is the unit of Mn. We say that e is a matrix order unit for V if

en is an order unit for the ordered ∗-vector space (Mn(V ),Cn) for each n. We say e is

an Archimedean matrix order unit if en is an Archimedean order unit for the ordered

∗-vector space (Mn(V ),Cn) for each n. Finally, we say that the triple (V, {Cn}∞n=1 , e) is an

(abstract) operator system, if V is a ∗-vector space, {Cn}∞n=1 is a matrix ordering on

V, and e is an Archimedean matrix order unit.

We denote by B(H) the space of all bounded linear operators acting on a Hilbert space

H. A concrete operator system S is a subspace of B(H) such that S = S∗ and IH ∈ S.

As is the case for many classes of subspaces (and subalgebras) of B(H), there is an abstract

characterization of concrete operator systems, as was shown in [23]. If S ⊆ B(H) is a

concrete operator system, then we observe that S is a ∗-vector space, S inherits an order

structure from B(H), and has IH as an Archimedean order unit. Moreover, since S ⊆ B(H),
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we have that Mn(S) ⊆ Mn(B(H)) ∼= B(Hn) and hence Mn(S) inherits a natural order

structure from B(Hn) and the n× n diagonal matrix

In ⊗ IH =



IH

IH

0

0
. . .

IH


is an Archimedean order unit for Mn(S). In other words, S is an abstract operator system

(S, {Mn(S)+}∞n=1, IH), where each matrix cone Mn(S)+ contains n×n positive matrices in

Mn(B(H)) for all n ∈ N. We will call this matrix ordering {Mn(S)+}∞n=1 as the natural

operator system structure of S inherited by the order structure of B(H). The following

result of Choi and Effros [4], [20] shows that the converse is also true.

Theorem 2.1.1 (Choi-Effros). Every concrete operator system S is an (abstract) operator

system. Conversely, if (V, {Cn}∞n=1, e) is an (abstract) operator system, then there exists a

Hilbert space H, a concrete operator system S ⊆ B(H), and a complete order isomorphism

φ : V → S with φ(e) = IH.

Definition 2.1.2. Let (V, V +) be an ordered ∗-vector space with order unit e. A linear

function φ : V →Mk is called unital if φ(e) = Ik, and φ is called positive if φ(V +) ⊆M+
k .

A positive linear function φ is called diagonal if

φ(e) = Dk =



d1

d2

0

0
. . .

dk


, di ∈ R+, 1 ≤ i ≤ k.
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Furthermore, φ is called a rank r diagonal map if

φ(e) = Dr ⊕ 0 =

Dr 0

0 0

 , 1 ≤ r ≤ k,

where Dr is an r × r strictly entry-wise positive diagonal matrix.

All positive unital maps φ are rank k diagonal maps with φ(e) = Ik. Set

Sk(V ) = {φ : V →Mk |φ unital positive maps }.

Remark 2.1.3. Let (V, V +) be an ordered ∗-vector space with order unit e.

(i) Let φ : V → Mk be a linear map. We can think of φ as a k × k matrix of linear

functionals φij : V → C, i.e. φ = [φij ]
k
i,j=1 ∈Mk(V

′).

(ii) If φ : V →Mk is a positive linear function, then φ(v∗) = φ(v)
t

for all v ∈ V , where t

stands for the transpose.

(iii) If φ is a positive linear map, then all the diagonal entries of φ are positive linear

functionals. Moreover, if φ is unital, then the diagonal entries are states.

(iv) If φ is a rank r diagonal map, φ(e) = Dr ⊕ 0, 1 ≤ r ≤ k, then φii(e) = 0 for all

i ≥ r + 1. This implies φii = 0 on V, since it is a positive linear functional. The

positivity of φ implies that all other φij, except those of indices (1, 1) ≤ (i, j) ≤ (r, r),

are the zero functionals. Denote

φ̃ = [φij ]
r
i,j=1 : V →Mr.

One can easily verify that φ̃ is positive and φ̃(e) = Dr. Hence, any rank r diagonal

map can be written as φ = φ̃⊕ 0, where φ̃ : V →Mr is a diagonal map, 1 ≤ r ≤ k.
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The following proposition is a generalization of Proposition 3.12 and Proposition 3.13

encountered in [24]:

Proposition 2.1.4. Let (V, V +, e) be an AOU space. If v ∈ V and φ(v) ≥ 0 for each

φ ∈ Sk(V ), then v ∈ V +. Furthermore, if φ(v) = 0 for all such φ, then v = 0.

Proof. Let s : V → C be a state on V , i.e. s ∈ S(V ). Define

φ = Ik ⊗ s =



s

s
0

0
. . .

s


k×k

: V →Mk.

Then φ ∈ Sk(V ). Let v ∈ V . Then φ(v) ≥ 0 if and only if s(v) ≥ 0. This implies v ∈ V +.

Moreover, φ(v) = 0 if only if s(v) = 0, which implies v = 0.(see [24], Proposition 3.12 and

Proposition 3.13)

Lemma 2.1.5. Let (V, V +, e) be an AOU space. Let φ : V → Mk be a non-zero positive

map. Then φ is unitarily equivalent to a diagonal map ψ : V →Mk of rank r ≤ k.

Proof. Let φ : V → Mk be a positive map such that φ(e) = P ∈ M+
k . The rank of the

matrix P is at least 1 and at most k. Without loss of generality, assume rank(P ) = r, for

some 1 ≤ r ≤ k. There exists a unitary U , such that U∗PU = Dr ⊕ 0, where Dr is an r× r

diagonal matrix with positive diagonal entries. Define ψ : V →Mk by

ψ(·) = U∗φ(·)U.

It is straightforward to check that ψ is a positive linear map with ψ(e) = Dr ⊕ 0, i.e. ψ is

a rank r diagonal map, 1 ≤ r ≤ k. Hence, φ is unitarily equivalent to such a map.

Let (V, V +) be an ordered ∗-vector space with order unit e. We endow the real subspace

Vsa with the so-called order seminorm ‖v‖ = inf{r|− re ≤ v ≤ re}. We extend this order
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seminorm on Vsa to a ∗-seminorm on V that preserves the ∗-operation, i.e. ‖v∗‖ = ‖v‖ for

all v ∈ V . We define the order seminorm on V to be a ∗-seminorm ||| · ||| on V with the

property that |||v||| = ‖v‖ for all v ∈ Vsa. If e is an Archimedean order unit, then all these

order seminorms become norms because |||v||| = 0 implies v ≤ 0 and v ≥ 0. Every order

seminorm ‖ · ‖ on V induces an order topology on V, the topology with a basis consisting

of balls Bε(v) = {w ∈ V : ‖v − w‖ < ε} for v ∈ V and ε > 0. Note that since ‖ · ‖ is not

necessarily a norm, this topology is not necessarily Hausdorff.

Remark 2.1.6. Let A ∈Mk be a k × k matrix. Recall the usual matrix norm

‖A‖ = sup{‖Ax‖ : x ∈ Ck with ‖x‖ ≤ 1}.

From matrix theory, we know that if we divide A into block matrices as follows

A =

Ar ∗
∗ ∗

 ∈Mk,

where Ar ∈Mr, 1 ≤ r ≤ k, then ‖A‖ ≥ ‖Ar‖. Moreover, if A = Ar ⊕ 0, then the norms are

the same, i.e. ‖A‖ = ‖Ar‖.

Definition 2.1.7. Let (V, V +) be an ordered ∗-vector space with order unit e. We define

the k-minimal order seminorm ‖ · ‖k−min : V → [0,+∞) by

‖v‖k−min = sup
{
‖φ(v)‖ : φ ∈ Sk(V )

}
.

Note: When k=1, the k-minimal order seminorm becomes the usual minimal order semi-

norm defined in [24] by ‖v‖m = sup{|s(v)| : s is a state}. And ‖ · ‖m ≤ ||| · ||| for every

other ∗-seminorm ||| · ||| on V .

By definition, we have ‖e‖k−min = ‖e‖m = |||e||| = 1. If (V, V +, e) is an AOU space, and

φ : V → Mk is positive such that the norm of ‖φ(e)‖ ≤ 1 with respect to k-minimal norm,
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then φ is called a contraction.

Proposition 2.1.8. Let (V, V +) be an ordered ∗-vector space with an order unit e and let

k ∈ N. Then

‖v‖k−min = sup
{
‖φ(v)‖ : φ ∈

k⋃
r=1

Sr(V )
}
.

Proof. For fixed k ∈ N, let r ≤ k. If r = k, then it is clear that ‖v‖k−min = ‖v‖r−min.

Assume r < k and let φ ∈ Sk(V ). Write

φ = [φij ]
k
i,j=1 =

[φij ]
r
i,j=1 ∗

∗ ∗

 .
Denote [φij ]

r
i,j=1 = φr. Then, one can easily verify that φr ∈ Sr(V ). Hence, we have

‖φ(v)‖ =

∥∥∥∥∥∥∥
φr(v) ∗

∗ ∗


∥∥∥∥∥∥∥ ≥ ‖φr(v)‖.

By taking supremum over all φ ∈ Sk(V ), we obtain

‖v‖k−min ≥ ‖φr(v)‖, for all φr ∈ Sr(V ).

This implies

‖v‖k−min ≥ ‖v‖r−min.

As a result, we conclude that

‖v‖k−min = sup
{
‖φ(v)‖ : φ ∈

k⋃
r=1

Sr(V )
}
.

Theorem 2.1.9. Let (V, V +, e) be an AOU space. Let ||| · ||| be any order norm on V such
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that ‖ · ‖k−min ≤ ||| · ||| and let φ : V → Mk be a positive map. If ‖φ‖ denotes the norm of

the positive map φ with respect to the order norm ||| · |||, then ‖φ‖ = ‖φ(e)‖Mk
. Moreover,

if φ is unital, then ‖φ‖ = 1.

Proof. By Lemma 2.1.5 above, we have that any positive map φ : V → Mk is unitarily

equivalent to a rank r ≤ k diagonal map ψ : V → Mk such that ψ = (ψ̃) ⊕ 0, with

ψ̃(e) = Dr, for all 1 ≤ r ≤ k. Therefore, ‖φ‖ = ‖ψ‖. Note that ‖ψ‖ = ‖ψ̃‖. Hence, it’s

enough to show that ‖φ‖ = ‖φ(e)‖ for any diagonal map φ of rank k. Since φ(e) = Dk ≥ 0

invertible, then ψ = φ(e)−1/2φφ(e)−1/2 is a unital positive map, and for any v ∈ V , we have

‖φ(v)‖ = ‖φ(e)1/2ψ(v)φ(e)1/2‖ ≤ ‖φ(e)‖1/2 · ‖ψ(v)‖ · ‖φ(e)‖1/2

≤ ‖φ(e)‖ · sup{‖ϕ(v)‖ : ϕ ∈ Sk(V )}

= ‖φ(e)‖ · ‖v‖k−min ≤ ‖φ(e)‖ · |||v|||.

So, we have ‖φ‖ ≤ ‖φ(e)‖. In addition, since ‖e‖k−min = |||e||| = 1, it follows that

‖φ‖ = ‖φ(e)‖. Moreover, if φ is unital, then ‖φ‖ = 1.

2.2 The k-Minimal and the k-Maximal

Operator System Structures on Ordered Spaces

Let (V, V +, e) be an AOU space. A matrix ordering on (V, V +, e) is a matrix ordering

C = {Cn}∞n=1 on V such that C1 = V +. An operator system structure on (V, V +, e) is

a matrix ordering {Cn}∞n=1 such that (V, {Cn}∞n=1, e) is an operator system with C1 = V +.

Given an operator system (S, {Pn}∞n=1, e) and a unital positive map ϕ : V → S such that

V + = ϕ−1(P1), one obtains an operator system structure on V by setting Cn = ϕ−1
n (Pn).

We shall call this the operator system structure induced by ϕ. Conversely, given an

operator system structure on V, by letting S = V and letting ϕ be the identity map, then

we see that the given operator system structure is the one induced by ϕ.
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If P = {Pn}∞n=1 and Q = {Qn}∞n=1 are two matrix orders on V , we say that P is stronger

than Q (respectively, Q is weaker than P) if Pn ⊆ Qn for all n ∈ N. Note that P is stronger

than Q if and only if for every n, and every A,B ∈Mn(V )sa, the inequality A ≤P B implies

that A ≤Q B, where the subscripts are used to denote the partial orders induced by P and

Q, respectively. Equivalently, P is stronger than Q if and only if the identity map on V is

completely positive from (V, {Pn}∞n=1) to (V, {Qn}∞n=1).

2.2.1 The Definition of the k-Minimal Operator System Structure

Before setting up the k-minimal operator system structure on an AOU space (V, V +, e),

recall the weakest operator system structure, introduced in [23] and denoted by Cmin(V ) =

{Cminn (V )}∞n=1, where

Cminn (V ) =
{

(vij) ∈Mn(V ) : (s(vij)) ∈M+
n , for all s ∈ S(V )

}
=

{
(vij) ∈Mn(V ) : (f(vij)) ∈M+

n , f positive linear functional
}

=
{

(vij) ∈Mn(V ) : α∗(vij)α ∈ V +, for all α ∈ Cn
}
.

Cmin(V ) is the operator system structure on V , induced by the inclusion of V into

C(S(V )), the C∗-algebra of continuous funtions on S(V ), set of states on V . And OMIN(V )

is the operator system (V, Cmin(V ), e), which can be identified as a subspace of C(S(V )),

up to complete order isomorphism.

In the next result, we generalize the complex version of Kadison’s characterization of

function systems [24], [20]:

Theorem 2.2.1. Let (V, V +, e) be an AOU space and fix k ∈ Z+. Give V the order topology

generated by the k-minimal order norm, denoted as Vk−min, and endow the space of unital

positive linear maps Sk(V ) = {φ : V → Mk |φ(V +) ⊆ R+ ∪ {0} with φ(e) = Ik } with the
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corresponding weak∗-topology. Then Sk(V ) is a compact space, and the map

Γ : V →Mk(C(Sk(V ))) given by Γ(v)(φ) = φ(v)

is an injective map that is an order isomorphism onto its range with the property that

Γ(e) = Ik. Furthermore, Γ is an isometry with respect to the k-minimal order norm on V

and the sup norm on Mk(C(Sk(V ))).

Proof. If (V, V +, e) is an AOU space, then its dual V ∗ is a normed ∗-vector space, not

necessarily an AOU space. For fixed k ∈ N, one can show that Mk(V
∗) = {φ = (φij) : V →

Mk |φij ∈ V ∗ for all 1 ≤ i, j ≤ k} is a normed ∗-vector space, too. Then the unit ball of

Mk(V
∗) is defined as

(Mk(V
∗))1 = {φ ∈Mk(V

∗) : ‖φ‖ ≤ 1}.

Endowing V with any order norm ||| · ||| makes Sk(V ) a subset of the unit ball of Mk(V
∗).

In addition, suppose that {φλ}λ∈Λ ⊆ Sk(V ) is a net of these maps, and limφλ = φ in the

weak∗-topology for some φ ∈Mk(V
∗). Then for any v ∈ V + we have that limφλ(v) = φ(v)

, and since φλ(v) is non-negative for all λ, it follows that φ(v) ≥ 0 for all v ∈ V +. Hence φ

is a positive linear map. Moreover, φ(e) = limφλ(e) = lim Ik = Ik so that φ is unital. Thus

Sk(V ) is closed in the weak∗-topology.

In the case of the k-minimal order norm, we have Sk(V ) ⊆ (Mk(V
∗
k−min))1, and the latter

(Mk(V
∗
k−min))1

∼= (Mk(Vk−min))∗1. It follows from Alaoglu’s Theorem( [6], Theorem 3.1),

that (Mk(Vk−min))∗1 is compact in the weak∗-topology, which implies that (Mk(V
∗
k−min))1

is compact, too. Since Sk(V ) is a closed subset of this compact ball, we have that Sk(V ) is

compact in the weak∗-topology.

Consider the continuous matrix-valued functions v̂ : Sk(V ) → Mk given by v̂(φ) =

φ(v) ∈ Mk. The collection of such continuous functions {v̂ : Sk(V ) → Mk} together with
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‖ · ‖k−min norm, form the unital C∗-algebra Mk(C(Sk(V ))), i.e.

Mk(C(Sk(V ))) ≡
{
v̂ : Sk(V )→Mk|v̂ continuous matrix-valued function

}
.

Let Γ : V → Mk(C(Sk(V ))) be the map given by Γ(v)(φ) = φ(v). If Γ(v) = 0 for some

v ∈ V , then φ(v) = 0 for all φ ∈ Sk(V ). It follows from Proposition 2.3 that v = 0.

Therefore, Γ is one-to-one.

In addition, if v ∈ V +, then for any φ ∈ Sk(V ) we have that Γ(v)(φ) = φ(v) ∈ M+
k

by the positivity of φ. Hence the function Γ(v) takes on nonnegative values and Γ(v) ∈

Mk(C(Sk(V )))+. Conversely, if Γ(v) ∈ Mk(C(Sk(V )))+, then for all φ ∈ Sk(V ) we have

that φ(v) = Γ(v)(φ) ≥ 0. This implies v ∈ V + by Proposition 2.3. Therefore, Γ is an order

isomorphism onto its range. Finally, if v ∈ V , then

‖v‖k−min = sup{‖φ(v)‖ |φ ∈ Sk(V ) }

= sup{‖Γ(v)(φ)‖ : φ ∈ Sk(V )}

= ‖Γ(v)‖∞.

so that Γ is an isometry with respect to the k-minimal order norm on V and the sup norm

on Mk(C(Sk(V ))).

Remark 2.2.2. Since unital C∗-algebras are operator systems, the order isomorphism map

Γ of Kadison’s Representation Theorem induces an operator system structure {Cn}∞n=1 on

V . We have C1 = V + = Γ−1(P1), where P1 denotes the set of nonnegative matrix-valued

continuous functions on Sk(V ). In addition, we say (vij) ∈ Cn if and only if (Γ(vij)) ∈

Mn(Mk(C(Sk(V ))))+, if and only if (φ(vij)) ∈M+
nk for every φ ∈ Sk(V ) .

Definition 2.2.3. Let (V, V +, e) be an AOU space. For each n ∈ N set

Ck−minn (V ) =
{

(vij) ∈Mn(V ) : (φ(vij)) ≥ 0, for all φ ∈ Sk(V )
}
,
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Ck−min(V ) = {Ck−minn (V )}∞n=1 and define OMINk(V ) = (V, Ck−min(V ), e).

By the definition and the remark above, Ck−min(V ) is the operator system structure on

V induced by the inclusion of V into Mk(C(Sk(V ))). We call Ck−min(V ) the k-minimal

operator system structure on V , and we call OMINk(V ) the k-minimal operator

system.

Properties of the k-minimal operator system structure:

(1) When k = 1, C1−min
n (V ) = Cminn (V ) for all n ∈ N:

(vij) ∈ C1−min
n (V ) ⇐⇒ (s(vij)) ∈M+

n , for all s ∈ S1(V ) = S(V ),

⇐⇒ α∗(vij)α ∈ V +, for all α ∈ Cn.

(2) Ck−minn (V ) ⊆ Cminn (V ), for all n ∈ Z+:

Let (vij) ∈ Ck−minn (V ) for some fixed k ∈ Z+, and let α ∈ Cn. Then

0 ≤ (α∗ ⊗ Ik)(φ(vij))(α⊗ Ik) = φ(α∗[vij ]α), for all φ ∈ Sk(V ).

This implies α∗(vij)α ∈ V +, for all α ∈ Cn, i.e. (vij) ∈ Cminn (V ).

(3) Ch−minn (V ) ⊆ Ck−minn (V ) for all h ≥ k:

Let (vij) ∈ Ch−minn (V ). The equality holds when h = k. Suppose h > k and let

φ ∈ Sk(V ) and s ∈ S(V ). Define Φ : V →Mh by

Φ = φ⊕ s⊕ · · · ⊕ s︸ ︷︷ ︸
(h-k) times

=



φ

s
0

0
. . .

s


.

39



2.2 THE K-MINIMAL AND THE K-MAXIMAL OPERATOR SYSTEMS

One can easily verify that Φ is a well-defined positive linear function with Φ(e) = Ih,

i.e. Φ ∈ Sh(V ). This implies (Φ(vij)) ≥ 0. Thus, we have:

0 ≤ (Φ(vij)) =



φ(vij)

s(vij)
0

0
. . .

s(vij)


i,j

.

By the canonical reshuffling, we obtain:

0 ≤ (Φ(vij)) ⇐⇒



(φ(vij))

(s(vij))
0

0
. . .

(s(vij))


≥ 0

⇐⇒ (φ(vij)) ≥ 0, for all φ ∈ Sk(V )

⇐⇒ (vij) ∈ Ck−minn (V ).

(4) The identity map ı : OMINh(V )→ OMINk(V ) is completely positive, whenever h ≥ k.

Proposition 2.2.4. Let (W, {Cn}∞n=1) be a matrix ordered ∗-vector space. For a fixed

k ∈ N, let φ : W → Mk be a linear map. Then φ is completely positive if and only if φ is

k-positive.

Proof. If φ is completely positive, then φ is k-positive for each k ∈ N. Now assume φ is

k-positive. Before showing φ(n)(w) ≥ 0 for all w ∈ Cn, n ≥ k, we will prove the following

result:

Given any vector x ∈ Cn⊗Ck, there exists an isometry β : Ck → Cn and a vector x̃ ∈ Ck⊗Ck

such that (β ⊗ Ik)(x̃) = x for all n ≥ k in N.
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• Let ei = e
(k)
i = (0, . . . , 0, 1i, 0, . . . , 0) be the usual basis vectors for Ck, and let x ∈ Cn⊗

Ck. Then there exist unique vectors xi ∈ Cn, i = 1, 2, . . . , k with x =
∑k

i=1 xi ⊗ e
(k)
i .

Let F ⊆ Cn be the subspace spanned by the vectors xi. Then we have dimF ≤ k ≤ n.

Thus, we may find an isometry β : Ck → Cn whose range contains F . For each i, we

have a unique vector x̃i ∈ Ck such that β(x̃i) = xi. Thus, if x̃ =
∑k

i=1 x̃i ⊗ e
(k)
i , then

(β ⊗ Ik)(x̃) = x.

• Now, let w ∈ Cn and n ≥ k. Then we have

〈φ(n)(w)x, x〉 = 〈φ(n)(w)(β ⊗ Ik)(x̃), (β ⊗ Ik)(x̃)〉

= 〈(β∗ ⊗ Ik)φ(n)(w)(β ⊗ Ik)(x̃), (x̃)〉

= 〈φ(k)(β∗wβ)x̃, x̃〉 ≥ 0.

Thus, φ is n-positive for all n ∈ N, i.e. completely positive.

Lemma 2.2.5. Let (W, {Cn}∞n=1) be a matrix ordered ∗-vector space, let X be a compact

space. If ψ : W →Mk(C(X)) is k-positive, then ψ is completely positive.

Proof. Define πx : Mk(C(X)) → Mk to be the point-evaluation matrix function, i.e.

πx((fij)) = (fij(x)). It is clear that πx is a well-defined ∗-homomorphism. Moreover,

πx is completely positive. Consider πx ◦ ψ : W → Mk. Let (wij) ∈ Ck, then (ψ(wij)) ∈

Mk(Mk(C(X)))+, which implies (πx(ψ(wij))) ∈M+
k2

, since πx is a completely positive map.

The k-positivity of ψ implies πx◦ψ : W →Mk is a k-positive map, and therefore completely

positive by Proposition 2.2.4. As a result, ψ is completely positive.

Theorem 2.2.6. Let (V, V +, e) be an AOU space. If (W, {Cn}∞n=1) is a matrix ordered

∗-vector space and φ : W → OMINk(V ) is k-positive, then φ is completely positive.

Moreover, if Ṽ = (V, {C̃n}∞n=1, e) is an operator system with C̃1 = V + such that for every

operator system W, any k-positive map ψ : W → Ṽ is completely positive and any positive

41



2.2 THE K-MINIMAL AND THE K-MAXIMAL OPERATOR SYSTEMS

map f : Ṽ → Mk is completely positive, then the identity map on V is a complete order

isomorphism from Ṽ onto OMINk(V ).

Proof. It is clear that, up to complete order isomorphism, OMINk(V ) can be identified

with a subspace of Mk(C(Sk(V ))). We know that Sk(V ) is a compact space. Substituting

X = Sk(V ) in Lemma 2.2.5, we get φ : W → Mk(C(Sk(V ))) is completely positive, i.e.

φ : W → OMINk(V ) is completely positive.

Now, let Ṽ = (V, {C̃n}∞n=1, e) be another operator system with C̃1 = V + such that for

every operator system W, any k-positive map ψ : W → Ṽ is completely positive and

any positive map f : Ṽ → Mk is completely positive. By composing with evaluation

maps, it follows that any positive map f : Ṽ → Mk(C(X)) where X is a compact space,

is completely positive. Since OMINk(V ) ⊆ Mk(C(Sk(V ))) and the identity map on V ,

ı : Ṽ → OMINk(V ) is positive, we have that the identity map is completely positive.

Hence, Mk(Ṽ )+ ⊆Mk(OMINk(V ))+.

Suppose there exists (vij) ∈Mk(OMINk(V ))+\Mk(Ṽ )+. Then there exists f : Mk(V )→ C

such that f((vij)) < 0, but f(Mk(Ṽ )+) ⊆ R+. Let fij = f(v ⊗ Eij) where Eij is a matrix

unit of Mk, and let φ : V →Mk be given by φ(v) = (fij(v)).

Then φ : V →Mk is positive since for any v ∈ V + and λ =



λ1

λ2

...

λk


∈ Ck,

〈φ(v)λ, λ〉 =
∑
i,j

λ̄ifij(v)λj =

k∑
i,j=1

f(λ̄i(v ⊗ Eij)λj) = f((vλ̄iλj)) ≥ 0.

It follows that φ : OMINk(V ) → Mk is completely positive by definition of the structure

of OMINk(V ). But (φ(vij)) � 0, a contradiction. Therefore, we conclude that Mk(Ṽ )+ =

Mk(OMINk(V ))+. Now, consider the identity map ı : OMINk(V )→ Ṽ . It follows that this

identity map is k-positive since Ṽ + = Ck−min1 (V ) = V + and Mk(Ṽ )+ = Mk(OMINk(V ))+,
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and therefore completely positive by the characterization of Ṽ .

Hence, the identity map on V is a complete order isomorphism from Ṽ onto OMINk(V ).

Proposition 2.2.7. Let (V, V +, e) be an AOU space, and let f : V → Mk be any positive

linear matrix-valued map, and let

Ckn(V ) =
{

(vij) ∈Mn(V )| (f(vij)) ∈M+
nk, f : V →Mk p.l.m.

}
.

Then {Ckn(V )}∞n=1 is a matrix ordering on V, and Ckn(V ) = Mn(OMINk(V ))+.

Proof. In order to show that Ckn(V ) is a matrix ordering, it suffices to show that Ckn(V ) =

Ck−minn (V ) for all n. One can see that Ckn(V ) ⊆ Ck−minn (V ) is trivial, since Sk(V ) is

just a subset of all positive linear matrix-valued functions from V to Mk. On the other

hand, let (vij) ∈ Ck−minn (V ). We have shown that any positive linear map f : V → Mk

is congruent to some g ⊕ 0 : V → Mk, where g ∈ Sr(V ) for some 1 ≤ r ≤ k. Since

Ck−minn (V ) ⊆ Cr−minn (V ) for all 1 ≤ r ≤ k, then (g(vij)) ≥ 0, which implies (f(vij)) ≥ 0.

As a result, Ck−minn (V ) ⊆ Ckn(V ). Hence, Ckn(V ) = Ck−minn (V ) is a matrix ordering.

Remark 2.2.8. The above result shows that we can define the universal k-minimal operator

system structure in a more general way, as

Ck−minn (V ) =
{

(vij) ∈Mn(V )| (f(vij)) ≥ 0, f : V →Mk positive linear map
}
.

2.2.2 The Definition of the k-Maximal Operator System Structure

Given a ∗-vector space V , we identify the vector space Mn(V ) of all n × n matrices with

entries in V with the (algebraic) tensor product Mn ⊗ V in the natural way. Then Mn(V )

equipped with the involution map as [vij ]
∗ = [v∗ji], is a ∗-vector space. We have that

Mn(V )sa = (Mn)sa ⊗ Vsa, where the right-hand side is the algebraic tensor of real vector

43



2.2 THE K-MINIMAL AND THE K-MAXIMAL OPERATOR SYSTEMS

spaces.

Let (V, V +, e) be an AOU space. Recall the strongest matrix ordering Dmax(V ) =

{Dmax
n (V )}∞n=1, where each matrix cone Dmax

n (V ) is given by

Dmax
n (V ) =

{ k∑
i=1

ai ⊗ vi : vi ∈ V +, ai ∈M+
n , 1 ≤ i ≤ k, k ∈ N

}
=

{
Adiag(v1, . . . , vm)A∗ : A ∈Mn,m, vi ∈ V +,m ∈ N

}
,

and e is just a matrix order unit for this ordering, as was shown in [23].

Definition 2.2.9. Let (V, V +, e) be an AOU space and let {Cminn (V )}∞n=1 be the minimal

operator system structure on V . For some fixed k ∈ N, set

Dk−max
n (V ) =

{
ADA∗ |A ∈Mn,mk, D = diag(D1, . . . , Dm), where

Dl ∈ Cmink (V ), 1 ≤ l ≤ m, m ∈ N
}

and Dk−max(V ) = {Dk−max
n (V )}∞n=1.

Proposition 2.2.10. Let (V, V +, e) be an AOU space. Then Dk−max(V ) is a matrix or-

dering on V and e is a matrix order unit for this ordering. In particular, D1−max(V ) is the

strongest matrix ordering on V .

Proof. Need to check the three conditions of being a matrix ordering on V :

(1) Dk−max
n (V ) is a cone in Mn(V )sa for each n ∈ N, and in particular, Dk−max

1 (V ) = V +:

For each n ∈ N, Dk−max
n is a non-empty subset of Mn(V )sa as one can see in

Dmax
n (V ) ⊆ Dk−max

n (V ) ⊆ Cminn (V ), with the following two poperties:

(i) Dk−max
n (V ) is closed under positive scalar multiplication:
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Let λ ∈ R+ and ADA∗ ∈ Dk−max
n (V ), then

λ(ADA∗) = (
√
λA)D(

√
λA)∗

= A(λ)A∗ ∈ Dk−max
n (V ).

(ii) Dk−max
n (V ) is closed under addition:

Let ADA∗, BD̃B∗ ∈ Dk−max
n (V ), where A ∈Mn,mk, B ∈Mn,pk,

D = diag(D1, . . . , Dm), D̃ = diag(D̃1, . . . , D̃p), then we have:

ADA∗ +BD̃B∗ =

[
A B

]D 0

0 D̃


A∗
B∗

 ∈ Dk−max
n (V ).

In particular, for n = 1, we have V + = Dmax
1 (V ) ⊆ Dk−max

1 (V ) ⊆ Cmin1 (V ) = V +,

i.e. Dk−max
1 (V ) = V +.

(2) Dk−max
n (V ) ∩ −Dk−max

n (V ) = {0} for all n ∈ N:

Note that Dk−max
n (V ) ∩ −Dk−max

n (V ) ⊆ Cminn (V ) ∩ −Cminn (V ) = {0}.

(3) XDk−max
n (V )X∗ ⊆ Dk−max

m (V ) for all X ∈Mm,n, for all m,n ∈ N:

Let ADA∗ ∈ Dk−max
n (V ), X ∈Mm,n for any m,n ∈ N,

then X(ADA∗)X∗ = (XA)D(XA)∗ ∈ Dk−max
m (V ),

i.e. XDk−max
n (V )X∗ ⊆ Dk−max

m (V ) for all m,n.

Hence, (1), (2) and (3) show that Dk−max(V ) is a matrix ordering on V . It remains to

show that e is a matrix order unit for this ordering. It is clear that e is an (Archimedean)

order unit for Dk−max
1 (V ) since Dk−max

1 (V ) = V +. Since Dmax(V ) is the strongest matrix

ordering on V , then we have Dmax
n (V ) ⊆ Dk−max

n (V ) for all n ∈ N. We know en is an order

unit for (Mn(V ), Dmax
n (V )). It follows that en is an order unit for (Mn(V ), Dk−max

n (V )),

i.e. e is a matrix order unit for Dk−max(V ). As a result, Dk−max(V ) is a matrix ordering

on V . In particular, for k = 1 we have Cmin1 (V ) = V +, therefore D1−max(V ) = Dmax(V ) is

the strongest matrix ordering on V .
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For a given AOU space (V, V +, e) and a fixed k ∈ N, the triple (V,Dk−max(V ), e) is just a

matrix ordered ∗-vector space, not yet an operator system. If e was an Archimedean matrix

order unit for the matrix ordering Dmax(V ), then e would be an Archimedean matrix order

unit for Dk−max(V ) too, and henceforth Dk−max(V ) would be an operator system structure

on V . But, as shown in [23], (V,Dmax(V ), e) might not be an operator system in all cases.

There are AOU spaces (V, V +, e) such as (C([0, 1]), C([0, 1])+, 1), for which the matrix order

unit e is not Archimedean. Specifically, let V = C([0, 1]) be the vector space of complex-

valued functions on the unit interval, with V + the usual cone of positive functions and e the

constant function taking value 1, and let P (t) =

 1 e2πit

e−2πit 1

 ∈ M2(C([0, 1]))sa. Then,

in [23] it has been shown that re2 + P (t) =

 1 + r e2πit

e−2πit 1 + r

 ∈ Dmax
2 (C([0, 1])) for every

r > 0, but P (t) /∈ Dmax
2 (C([0, 1])). This shows that e = 1 can not be an Archimedean

matrix order unit. As a result, (C([0, 1]),Dmax(C([0, 1])), 1) can not be an operator system.

In order to transform (V,Dmax(V ), e) and consequently (V,Dk−max(V ), e) into operator

systems, we need to discuss the Archimedeanization process for matrix ordered spaces.

This theory was developed in detail for ordered ∗-vector spaces in [24], and generalized to

matrix ordered spaces with a matrix order unit e, in [23]. Here, we will just give a review

of the basic steps and results that make this “matrix Archimedeanization” happen:

(i) For any ordered ∗-vector space (V, V +) with order unit e, there is a functorial way to

produce an AOU space, called the Archimedeanization of V , which is the largest

quotient of V containing the class of e as an Archimedean order unit. Specifically, if

(V, V +, e) is an ordered ∗-vector space with order unit e, we define

D = {v ∈ Vsa : re+ v ∈ V + for all r > 0} and N =
⋂

f∈S(V )

ker f.

Then N is a complex subspace of V closed under the ∗-operation, so that the quotient
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V/N is a ∗-vector space in the natural way and

(V/N)sa = {v +N : v ∈ Vsa}.

We define an order on V/N by

(V/N)+ = {v +N : v ∈ D}.

The Archimedeanization of V is defined to be

VArch = (V/N, (V/N)+, e).

In [24], it is shown that VArch is an AOU space and it is characterized by the following

universal property:

The quotient q : V → VArch is a positive linear map and whenever (W,W+, e′) is an

AOU space and φ : V → W is a unital positive linear map, there exists a unique

positive linear map φ̃ : VArch →W with φ = φ̃ ◦ q.

(ii) If (V, {Cn}∞n=1) is a matrix ordered ∗-vector space with matrix order unit e, then we

“matrix Archimedeanize” as follows:

Let (V, {Cn}∞n=1) be a matrix ordered ∗-vector space with matrix order unit e, then

for each n ∈ N define

Nn =
⋂

f∈S(Mn(V ))

ker f.

Note that using the notation of the previous paragraph, we have N = N1. Moreover,

Nn = Mn(N) for each n ∈ N. We may identify Mn(V/N) with Mn(V )/Mn(N). We

see that

(Mn(V )/Mn(N))sa = {A+Mn(N) : A∗ = A},
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and (e + N)n = en + Mn(N). Moreover, for any X ∈ Mn,m(C) we have that

X∗Mn(N)X ⊆Mm(N). Set

CArchn =
{
A+Mn(N) ∈Mn(V )/Mn(N) :

(ren +A) +Mn(N) ∈ Cn +Mn(N) for all r > 0
}
,

and let

VArch = (V/N, {CArchn }∞n=1, e+N).

Then VArch = (V/N, {CArchn }∞n=1, e + N) is a matrix ordered ∗-vector space, and

e + N is an Archimedean matrix order unit for this space. One can realize that the

Archimedeanization of a matrix ordered space (V, {Cn}∞n=1, e) is obtained by form-

ing the Archimedeanization of (Mn(V ), Cn, en) at each matrix level. This matrix

Archimedeanization is characterized by the following universal property:

Let (V, {Cn}∞n=1, e) be a matrix ordered ∗-vector space with matrix order unit e, and

let VArch be the Archimedeanization of V with Archimedean matrix order unit e+N .

Then there exists a unital surjective completely positive linear map q : V → VArch with

the property that whenever (W, {C ′n}∞n=1, e
′) is an operator system with Archimedean

order unit e′, and φ : V → W is a unital completely positive linear map, then there

exists a unique completely positive linear map φ̃ : VArch →W with φ = φ̃ ◦ q.

Moreover, if V ′ is any ordered ∗-vector space with an Archimedean order unit and

q′ : V → V ′ is a unital surjective positive linear map with the above property, then

V ′ is isomorphic to VArch via a unital complete order isomorphism.

(iii) Let (V, {Cn}∞n=1, e) be a matrix ordered ∗-vector space with matrix order unit e, such

that (V,C1, e) is an AOU space. In this case, we obtain N = {0} and V/N = V .
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Then, the operator system VArch obtained by the matrix Archimedianization of V ,

consists of the enlarged matrix ordering {CArchn }∞n=1, given by CArch1 = C1 and

CArchn = {A ∈Mn(V ) : ren +A ∈ Cn for all r > 0} for all n ≥ 2,

together with the Archimedean matrix order unit e. Each CArchn is equal to the closure

of Cn in the order topology of Mn(V ).

Thus, the Archimedeanized matrix ordered ∗-vector space (V,Dmax(V ), e) with underlying

space V , matrix ordering Cmax(V ) = {Cmaxn (V )}∞n=1, given by Cmax1 (V ) = Dmax
1 = V + and

Cmaxn (V ) =

{
A ∈Mn(V ) : ren +A ∈ Dmax

n (V ) for all r > 0

}
,

is the so called maximal operator system OMAX(V ) = (V, Cmax(V ), e).

Definition 2.2.11. Let (V, V +, e) be an AOU space. We set

Ck−maxn (V ) =

{
A ∈Mn(V ) : ren +A ∈ Dk−max

n (V ) for all r > 0

}
,

Ck−max(V ) = {Ck−maxn (V )}∞n=1 and define OMAXk(V ) = (V, Ck−max(V ), e).

By the definition and the results above, we have that the enlarged matrix ordering Ck−max(V )

is an operator system structure on V , which we shall call the k-maximal operator sys-

tem structure on V and OMAXk(V ) the k-maximal operator system on V .

Properties of the k-maximal operator system structure:

(1) When k = 1, C1−max
n (V ) = Cmaxn (V ) for all n ∈ N:

This is obvious just because of the fact that Cmin1 (V ) = V +.

Hence, the definitions of both cones coincide for all n ∈ N.
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(2) Cmaxn (V ) ⊆ Ck−maxn (V ), for all k ∈ N and for all n ∈ N.

(3) Ck−maxn (V ) ⊆ Ch−maxn (V ) for all k ≤ h in N:

Let (vij) ∈ Ck−maxn (V ). The equality holds for h = k.

Suppose k < h, then:

(i) If (vij) ∈ Dk−max
n (V ), then (vij) = ADA∗ for some A ∈ Mn,mk and D =

diag(D1, D2, . . . , Dm), where each Di ∈ Cmink (V ) for all 1 ≤ i ≤ m, m ∈ N. Write

A =

[
A1 A2 · · · Am

]
, where each Ai ∈ Mn,k, 1 ≤ i ≤ m. Transform the matrix

A into:

Ã =

[
A1 0 A2 0 · · · Am 0

]
∈Mn,hk,

by adding (h−k) columns of 0 after each block Ai. Using the same trick, transform the

block diagonal matrixD into a bigger block diagonal matrix D̃ = diag(D̃1, D̃2, . . . , D̃m),

where each diagonal block D̃i is maximized by adding a (h − k) × (h − k) diagonal

block of 0, i.e.

D̃i =

Di 0

0 0

 ∈ Cminh (V ).

Then (vij) = ADA∗ = ÃD̃Ã∗ ∈ Dh−max
n (V ) and Dk−max

n (V ) ⊆ Dh−max
n (V ) for all

k ≤ h.

(ii) Let (vij) ∈ Ck−maxn (V ). Then ren + (vij) ∈ Dk−max
n (V ) for all r > 0. Then

by case (i), ren + (vij) ∈ Dh−max
n (V ) too. Therefore, (vij) ∈ Ch−maxn (V ) and

Ck−maxn (V ) ⊆ Ch−maxn (V ).

(4) The identity map ı : OMAXk(V ) → OMAXh(V ) is completely positive, whenever

k ≤ h.
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Lemma 2.2.12. Let (W,W+, e) be an AOU space, and let {Pn}∞n=1 be an operator system

structure on W with P1 = W+. If p ∈W+, (wij) ∈Mn(W ) are such that r(p⊗In)+(wij) ∈

Pn for all r > 0, then (wij) ∈ Pn.

Proof. Let ‖·‖ be an order seminorm for this structure. If p = 0, then (wij) ∈ Pn is obvious.

Let 0 6= p ∈ W+, and replace p by p
‖p‖ ∈ W

+. This implies r( p
‖p‖ ⊗ In) + (wij) ∈ Pn, too,

for all r > 0. Since ‖ p
‖p‖‖ = 1 and e− p

‖p‖ ∈W
+, then we have

ren + (wij) = r((e− p

‖p‖
)⊗ In) + r(

p

‖p‖
⊗ In) + (wij) ∈ Pn,

for all r > 0. Therefore, (wij) ∈ Pn.

Theorem 2.2.13. Let (V, V +, e) be an AOU space and let (W, {Pn}∞n=1, e
′) be an (abstract)

operator system. If φ : OMAXk(V ) → W is a k-positive map for some given k ∈ N, then

φ : OMAXk(V )→W is completely positive.

Moreover, if Ṽ = (V, {Cn}∞n=1, e) is an operator system on V with C1 = V + such that for

every operator system W , any k-positive map ψ : Ṽ → W is completely positive and any

positive map f : Mk → Ṽ is completely positive, then the identity map on V is a complete

order isomorphism from Ṽ onto OMAXk(V ).

Proof. Assume φ : OMAXk(V ) → W is a k-positive map which is equivalent to φ be-

ing k-positive on OMIN(V ) since Ck−maxi (V ) = Cmini (V ) for all i = 1, 2, . . . , k. Let

(vij) ∈Mn(OMAXk(V ))+ = Ck−maxn (V ). Then:

(1) If (vij) ∈ Dk−max
n (V ), then (vij) = ADA∗ for some A ∈Mn,mk,

D = diag(D1, D2, . . . , Dm) where Di ∈ Cmink (V ) for all 1 ≤ i ≤ m, m ∈ N. Then, we have

φ(n)
(
(vij)

)
= φ(n)

(
ADA∗

)
= Aφ(mk)(D)A∗

= A diag
(
φ(k)(D1), φ(k)(D2), . . . , φ(k)(Dm)

)
A∗ ∈Mn(W )+,

51



2.2 THE K-MINIMAL AND THE K-MAXIMAL OPERATOR SYSTEMS

since each φ(k)(Di) ∈Mk(W )+ because φ : OMIN(V )→W k-positive.

(2) If (vij) ∈ Ck−maxn (V ), then ren + (vij) ∈ Dk−max
n (V ) for all r > 0. It follows that

φ(ren + (vij)) = r(In ⊗ φ(e)) + φ(n)
(
(vij)

)
∈Mn(W )+ for all r > 0.

Therefore by Lemma 2.2.12, φ(n)
(
(vij)

)
∈ Mn(W )+. As a result, φ : OMAXk(V ) → W is

completely positive.

Now, let Ṽ = (V, {Cn}∞n=1, e) be another operator system on V with C1 = V + such that

for every operator system W , any k-positive map ψ : Ṽ → W is completely positive

and any positive map f : Mk → Ṽ is completely positive. We have that the identity

map ı : Ṽ → OMIN(V ) is positive and hence completely positive. Thus, Mk(Ṽ )+ ⊆

Mk(OMIN(V ))+ = Mk(OMAXk(V ))+. It follows that ı : Ṽ → OMAXk(V ) is k-positive

and therefore completely positive by the characterization of Ṽ .

Conversely, assume (vij) ∈ Mk(OMIN(V ))+ = Mk(OMAXk(V ))+ and consider the map

f : Mk → V , given by f((aij)) =
∑k

i,j=1 aijvij . We will show that f is positive, f((aij)) ≥ 0

for all (aij) ∈ M+
k . Since any positive definite matrix in Mk can be written as a sum of

rank one positive matrices, it is enough to consider the case of rank one matrices. Thus, let

(aij) =
(
β̄iβj

)
be a rank one positive matrix and s : V → C be a state on V . Then

s(f((β̄iβj))) =

k∑
i,j=1

β̄iβjs(vij) =

〈
(s(vij))



β1

β2

...

βk


,



β1

β2

...

βk


〉
≥ 0.

Since this is true for all states, we have that f((β̄iβj)) ∈ V +. This implies that f : Mk → V

is positive and hence f : Mk → Ṽ is completely positive. It follows that (vij) = (f(Eij)) ∈

Mk(Ṽ )+. Thus Mk(OMAXk(V ))+ ⊆Mk(Ṽ )+. This implies that the identity map

ı : OMAXk(V )→ Ṽ is k-positive and therefore completely positive.
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Hence, the identity map on V is a complete order isomorphism from Ṽ onto OMAXk(V ).

Lemma 2.2.14. Let (V, V +, e) be an AOU space and let (W, {Pn}∞n=1, e
′) be an (abstract)

operator system. Given k ∈ N, if φ : OMAXk(V ) → W is completely positive, then φ :

OMIN(V )→W is k-positive.

Proof. Let φ : OMAXk(V ) → W be a completely positive map. Then φ(n)(Ck−maxn (V )) ⊆

Pn for all n ∈ N. For any 1 ≤ h ≤ k, we have

Ch−maxn (V ) ⊆ Ck−maxn (V ),

which implies

(∗) φ(n)(Ch−maxn (V )) ⊆ Pn, for all n ∈ N.

Also, note that, given any k ∈ N, there is no order relation between cones of k-minimal

matrix ordering Ck−min(V ) and k-maximal one Ck−max(V ), except for the one single kth

matrix level, i.e.

(∗∗) Ck−maxk (V ) = Cmink (V ).

Combining (∗) and (∗∗), we obtain

φ(h)(Cminh (V )) = φ(h)(Ch−maxh (V )) ⊆ Ph,

for all h = 1, 2, . . . , k, i.e. φ : OMIN(V)→W is k-positive.

Corollary 2.2.15. Let (V, V +, e) be an AOU space and let (W, {Pn}∞n=1, e
′) be an operator

system. Then φ : OMIN(V ) → W is k-positive if and only if φ : OMAXk(V ) → W is

completely positive.

The following result gives an alternative way to describe the k-maximal operator system

structure Ck−max(V ):
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Proposition 2.2.16. Let (V, V +, e) be an AOU space and fix k ∈ N. Then (vij) ∈

Ck−maxn (V ) if and only if (φ(vij)) ∈Mn(B(H))+ for all unital k-positive maps φ : OMIN(V )→

B(H) and for all Hilbert spaces H.

Proof. Suppose φ : OMIN(V ) → B(H) is k-positive with H an arbitrary Hilbert space.

Then φ : OMAXk(V ) → B(H) is completely positive by Theorem 2.2.13. For each n ∈ N

set

P kn (V ) =
{

(vij) ∈Mn(V ) : (φ(vij)) ∈Mn(B(H))+ for all

φ : OMIN(V )→ B(H) unital k-positive ,H Hilbert space
}
.

It is clear that Ck−maxn (V ) ⊆ P kn (V ) for all n. On the other hand, using Theorem 2.1.1,

given the abstract operator system OMAXk(V ), there exists a Hilbert space H0, a concrete

operator system S ⊆ B(H0) and a complete order isomorphism φ0 : OMAXk(V ) → S ⊆

B(H0) with φ0(e) = IH0 . Then by Lemma 2.2.14, we have φ0 : OMIN(V ) → B(H0) is

unital k-positive. Let (vij) ∈ P kn (V ). Then (φ0(vij)) ∈ Mn(S)+ ⊆ Mn(B(H0))+. It follows

that (vij) ∈ φ−1
0 (Mn(S)+) ⊆ Ck−maxn (V ) since φ0 is a complete order isomorphism. Hence,

P kn (V ) ⊆ Ck−maxn (V ) for all n. As a result,

Ck−maxn (V ) =
{

(vij) ∈Mn(V ) : (φ(vij)) ∈Mn(B(H))+ for all

φ : OMIN(V )→ B(H) unital k-positive, H Hilbert space
}
.

2.2.3 The Matricial State Spaces of Ck−max(V ) and Ck−min(V )

A matricial order on a ∗-vector space induces a natural matrix order on its dual space.

In this section, we describe the correspondence between the various operator system struc-

tures that an AOU space can be endowed with and the corresponding matricial state spaces.
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Unfortunately, duals of AOU spaces are not in general AOU spaces, but they are normed

∗-vector spaces. As was shown in [24], the order norm on the self-adjoint part Vsa of an

AOU space (V, V +, e) has many possible extensions to a norm on V , but all these norms

are equivalent and hence the set of continuous linear functionals on V with respect to any

of these norms coincides with the same space which we shall denote by V ′ and call the

dual space of V . For a functional f ∈ V ′ we let f∗ ∈ V ′ be the functional given by

f∗(v) = f(v∗); the mapping f → f∗ turns V ′ into a ∗-vector space.

Given an AOU space (V, V +, e) and its dual V ′, then let Mn,m(V ′) denote the set of all

n ×m matrices with entries in V ′, n,m ∈ N. Then Mn,m(V ′) together with natural addi-

tion and scalar multiplication is a complex vector space, which can be linearly identified as

Mn,m(V ′) ∼= Mn,m ⊗ V ′ ∼= V ′ ⊗Mn,m by using the canonical matrix unit system {Ei,j}n,mi,j=1

of Mn,m. The direct sum and the matrix product operations that link these matrix linear

spaces are defined in the same way as described in Section 2.1.

Let f : Mn,m(V )→ C be a linear map on the complex vector space Mn,m(V ). We define

fij : V → C by fij(a) = f(Eij ⊗ a), a ∈ V . Then for any v = (vij) ∈ Mn,m(V ), we have

f(v) =
∑

i,j fij(vij). We denote the vector space of such linear maps by L(Mn,m(V ),C).

Given X = (xki) ∈ Mp,n and Y = (yjl) ∈ Mm,q, we define Xf : Mp,m(V ) → C and

fY : Mn,q(V )→ C by

Xf =

( n∑
i=1

xkifij

)p,m
k,j=1

and fY =

( m∑
j=1

fijyjl

)n,q
i,l=1

, respectively.

Lemma 2.2.17. Let (V, V +, e) be an AOU space and f : Mn,m(V ) → C be a linear map,

n,m ∈ N. If X ∈ Mp,n and Y ∈ Mm,q, p, q ∈ N, then Xf : Mp,m(V ) → C and fY :

55



2.2 THE K-MINIMAL AND THE K-MAXIMAL OPERATOR SYSTEMS

Mn,q(V )→ C are linear and

(Xf)(v) = f(Xtv) and (fY )(w) = f(wY t),

where v ∈Mp,m(V ) and w ∈Mn,q(V ).

Proof. Let f = (fij) : Mn,m(V ) → C be a linear map and let X = (xki) ∈ Mp,n and

Y = (yjl) ∈ Mm,q be two arbitrary scalar matrices. It is trivial that both Xf and fY

are linear functions on Mp,m(V ) and Mn,q(V ), respectively. Let v = (vkj) ∈ Mp,m(V ) and

w = (wil) ∈Mn,q(V ). Then we have

(Xf)(v) =

p,m∑
k,j=1

(Xf)kj(vkj) =

p,m∑
k,j=1

(

n∑
i=1

xkifij)(vkj)

=

p,m∑
k,j=1

n∑
i=1

xkifij(vkj) =

n,m∑
i,j=1

(

p∑
k=1

fij(xkivkj))

=

n,m∑
i,j=1

fij(

p∑
k=1

xkivkj) =

n,m∑
i,j=1

fij((X
tv)ij) = f(Xtv)

and

(fY )(w) =

n,q∑
i,l=1

(fY )il(wil) =

n,q∑
i,l=1

(
m∑
j=1

(fijyjl)(wil)

=

n,q∑
i,l=1

m∑
j=1

fij(wil)yjl =

n,m∑
i,j=1

(

q∑
l=1

fij(wilyjl))

=

n,m∑
i,j=1

fij(

q∑
l=1

wilyjl) =

n,m∑
i,j=1

fij((wY
t)ij) = f(wY t).

Let (V, V +, e) be an AOU space and let f = (fij) : Mn,m(V )→ C be a linear map. There

exists a linear map from the vector space of linear maps from Mn,m(V ), L(Mn,m(V ),C), into

the vector space of linear maps from V into Mn,m, denoted by L(V,Mn,m), and vice versa.
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Hence, given f ∈ L(Mn,m(V ),C), we associate to f a linear map φf = (fij) : V →Mn,m by

the following formula:

φf (a) = (fij(a)) ∈Mn,m, a ∈ V.

On the other hand, given φ = (φij) ∈ L(V,Mn,m), we associate to φ a linear map fφ =

(φij) : Mn,m(V )→ C by the following formula:

fφ(v) =

n,m∑
i,j=1

φij(vij) ∈ C, v = (vij) ∈Mn,m(V ).

Based on this correspondence between these vector spaces of linear maps, if f = (fij) ∈

L(Mn,m(V ),C) with each fij ∈ V ′, then φf = (fij) can be regarded as sitting inside

Mn,m(V ′). Conversely, we identify φ = (φij) ∈ Mn,m(V ′) with the linear map fφ :

Mn,m(V )→ C defined as above.

Let φ = (φij) : V → Mn,m be a linear map with φij ∈ V ′. Given A ∈ Mn,p and

B ∈Mm,q, p, q ∈ N, then A∗φB ∈Mp,q(V
′) since both Mn,m(V ′) and Mp,q(V

′) are complex

vector spaces and matrix product is a well-defined operation on them (see Section 2.1 for

more details).

Write A =

[
a1 a2 · · · ap

]
and B =

[
b1 b2 · · · bq

]
where ak ∈ Cn and bl ∈ Cm, 1 ≤

k ≤ p, 1 ≤ l ≤ q. Then we can write A∗φB = (a∗kφbl) ∈ Mp,q(V
′), where each a∗kφbl ∈ V ′.

We identify A∗φB ∈ Mp,q(V
′) with the linear map FA∗φB = (a∗kφbl) : Mp,q(V ) → C given

by

FA∗φB((vkl)) =

p,q∑
k,l=1

(A∗φB)kl(vkl) =

p,q∑
k,l=1

(a∗kφbl)(vkl), (vkl) ∈Mp,q(V ).

Note that when p = q = 1, we have A ∈ Cn, B ∈ Cm and A∗φB ∈ V ′. Moreover,

FA∗φB : V → C is given by A∗φB itself. One can straightforwardly show that

FA∗φB(a) = (A∗φB)(a) = A∗φ(a)B, for all a ∈ V.
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The next lemma shows how to evaluate such maps when p 6= 1, q 6= 1. Before showing

this result, we will discuss the matrix-vector correspondence and introduce a new notation

which we will be using widely in the next results.

The Matrix – Vector Correspondence

Let X ∈ Mn,m be a scalar matrix, n,m ∈ N. Write X in terms of its columns X =[
x1 x2 · · · xm

]
with xj ∈ Cn, 1 ≤ j ≤ m. We set

vec(X) =



x1

x2

...

xm


∈ Cm ⊗ Cn and call vec(X) the vectorization of the matrix X.

One can think of this process as a linear map

vec : Mn,m → Cm ⊗ Cn given by vec(Eij) = ej ⊗ ei,

where {ei}ni=1 ⊆ Cn and {ej}mj=1 ⊆ Cm are the canonical orthonormal bases.

Lemma 2.2.18. Let (V, V +, e) be an AOU space and V ′ be its dual. If φ = (φij) ∈

Mn,m(V ′), A ∈ Mn,p and B ∈ Mm,q are given, n,m, p, q ∈ N, then the linear map FA∗φB :

Mp,q(V )→ C is given by

FA∗φB(v) = vec(A)∗φ(p,q)(v)vec(B), for all v ∈Mp,q(V ).

Proof. Let φ = (φij) ∈Mn,m(V ), A =

[
a1 a2 · · · ap

]
∈Mn,p and B =

[
b1 b2 · · · bq

]
where ak ∈ Cn and bl ∈ Cm, 1 ≤ k ≤ p, 1 ≤ l ≤ q, be given. Then A∗φB ∈ Mp,q(V

′) and

FA∗φB ∈ L(Mp,q(V ),C). Let v = (vkl) ∈Mp,q(V ), then we have

FA∗φB(v) =

p,q∑
k,l=1

(A∗φB)kl(vk,l) =

p,q∑
k,l=1

(a∗kφbl)(vkl)
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=

p,q∑
k,l=1

a∗kφ(vkl)bl =

[
a∗1 a∗2 · · · a∗p

]
(φ(vkl))



b1

b2
...

bq


= vec(A)∗φ(p,q)(v)vec(B).

Definition 2.2.19. Given an operator system structure {Pn}∞n=1 on an AOU space (V, V +, e),

then the dual of each cone Pn is given by

P dn = {f : Mn(V )→ C| f linear and f(Pn) ⊆ R+}.

Given f ∈ P dn , we define fij : V → C by fij(v) = f(v ⊗ Eij), where Eij’s are the canonical

matrix units for Mn.

Given an operator system structure {Pn}∞n=1 on an AOU space (V, V +, e) and f ∈ P dn ,

then the functionals fij belong to V ′, as was shown in [23]. Identifying each f ∈ P dn with

(fij) ∈Mn(V ′), we shall regard P dn as sitting inside Mn(V ′).

The dual cones of a given operator system structure {Pn}∞n=1 on an AOU space (V, V +, e)

form a matrix ordering on the dual normed space V ′. Moreover, given a matrix ordering

{Qn}∞n=1 on V ′, one can construct an operator system structure on V as the following result

shows:

Theorem 2.2.20 ( [23], Theorem 4.3). Let {Pn}∞n=1 be an operator system structure on the

AOU space (V, V +, e). Then {P dn}∞n=1 is a matrix ordering on the ordered ∗-vector space V ′

with P d1 = (V +)d. Conversely, if {Qn}∞n=1 is any matrix ordering on the ∗-vector space V ′
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with Q1 = (V +)d and we set

dQn = {v ∈Mn(V ) : f(v) ≥ 0 for all f ∈ Qn},

then {dQn}∞n=1 is an operator system structure on (V, V +, e).

Note that the weak∗-topology on V ′ endows Mn(V ′) with a topology which coincides

with the weak∗-topology that comes from the identification of Mn(V ′) with the dual of

Mn(V ). Thus, we shall refer to this topology, unambiguously, as the weak∗-topology on

Mn(V ′).

The mappings Pn → P dn and Qn → dQn establish a one-to-one inclusion-reversing corre-

spondence between operator system structures {Pn}∞n=1 on (V, V +, e) and matrix orderings

{Qn}∞n=1 on V ′ with Q1 = (V +)d for which each Qn is weak∗-closed (see [23] for more

details.)

Hence, having the inclusion of the following matrix orderings on V ,

Cmaxn (V ) ⊆ Ck−maxn (V )(resp. Ck−minn (V )) ⊆ Cminn (V )

implies the reverse inclusion of the corresponding matrix orderings on V ′

(Cminn (V ))d ⊆ (Ck−maxn (V ))d(resp. (Ck−minn (V ))d) ⊆ (Cmaxn (V ))d,

and vice-versa.

Definition 2.2.21. Let (V, V +, e) be an AOU space. For a fixed k ∈ N, set

Qk−minn (V ′) =

{
FX∗GX : Mn(V )→ C |X ∈Mmk,n, G = diag(φ1, . . . , φm),

with φi : V →Mk positive linear map, m ∈ N
}
,
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and

Qk−maxn (V ′) =

{
(fij) ∈Mn(V ′) :

(
f

(k)
ij (a)

)
∈M+

nk, for all a ∈ Cmink (V )

}
.

Proposition 2.2.22. Let (V, V +, e) be an AOU space. Then {Qk−minn (V ′)}∞n=1 and

{Qk−maxn (V ′)}∞n=1 are matrix orderings on V ′ with Qk−min1 (V ′) = (V +)d and

Qk−max1 (V ′) = (V +)d.

Proof. One can straightforwardly check that both these families of cones are matrix order-

ings on V ′. Here, we will just show Qk−min1 (V ′) = (V +)d and Qk−max1 (V ′) = (V +)d.

(1) Qk−min1 (V ′) = (V +)d:

Let FX∗GX ∈ Qk−min1 (V ′) ⊆ V ′ with X =


x1

...

xm

 ∈ Cmk where xi ∈ Ck, and G =

diag(φ1, . . . , φm), where φi : V →Mk is a positive linear map.

Let v ∈ V +, then

FX∗GX(v) = (X∗GX)(v) =

( m∑
i=1

x∗iφixi

)
(v) =

m∑
i=1

x∗i (φi(v)︸ ︷︷ ︸
≥0

)xi ≥ 0.

This implies that FX∗GX ∈ (V +)d, i.e. Qk−min1 (V ′) ⊆ (V +)d.

Conversely, let f ∈ (V +)d. Then the map

φ = Ik ⊗ f =



f

f
0

0
. . .

f


: V →Mk

is a well-defined positive linear map on V .
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Let α =



1

0

...

0


, then f = α∗φα ∈ Qk−min1 (V ′). Hence, (V +)d ⊆ Qk−min1 (V ′). As a result,

Qk−min1 (V ′) = (V +)d.

(2) Qk−max1 (V ′) = (V +)d:

Let f ∈ Qk−max1 (V ′) ⊆ V ′. Then, by the definition of Qk−maxn (V ′), we have f (k)(a) ≥ 0 for

all a ∈ Cmink (V ). Let a = v ⊗ E11 ∈Mk(V ) with v ∈ V +, so a ∈ Cmink (V ). Then

f (k)(a) = f(v)⊗ E11 ≥ 0 implies f(v) ≥ 0 for all v ∈ V +.

Therefore, f ∈ (V +)d. Hence, Qk−max1 (V ′) ⊆ (V +)d.

Conversely, let f ∈ (V +)d. Then f : OMIN(V ) → C is completely positive, which im-

plies f (k)(Cmink (V )) ⊆ M+
k , i.e. f ∈ Qk−max1 (V ′) and (V +)d ⊆ Qk−max1 (V ′). As a result,

Qk−max1 (V ′) = (V +)d.

Theorem 2.2.23. Let (V, V +, e) be an AOU space. Then dQk−minn (V ′) = Ck−minn (V ) and

(Ck−maxn (V ))d = Qk−maxn (V ′).

Proof. We will show that {dQk−minn (V ′)}∞n=1 is the k-minimal operator system structure on

V , and {Qk−maxn (V ′)}∞n=1 is the dual of the k-maximal operator system structure on V .

(1) dQk−minn (V ′) = Ck−minn (V ):

Let v = (vij) ∈ Ck−minn (V ) and FX∗GX ∈ Qk−minn (V ′), where X =



X1

X2

...

Xm


∈ Mmk,n with

each Xi ∈ Mk,n, 1 ≤ i ≤ m, and G = diag(φ1, . . . , φm) with φi : V → Mk a positive linear
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map. One can easily check that X∗GX =
∑m

i=1X
∗
i φiXi and FX∗GX =

∑m
i=1 FX∗i φiXi

. Then

FX∗GX(v) =
m∑
i=1

FX∗i φiXi
(v)

=
m∑
i=1

vec(Xi)
∗φ

(n)
i (v)vec(Xi) ≥ 0,

since φ
(n)
i (v) ≥ 0 for all i. This implies v ∈ dQ

k−min
n (V ′) and Ck−minn (V ) ⊆ dQ

k−min
n (V ′).

Conversely, let v = (vij) ∈ dQk−minn (V ) and let φ ∈ Sk(V ). Let Λ =


λ1

...

λn

 ∈ Cnk with

λi ∈ Ck, for all 1 ≤ i ≤ n. Then, we have

Λ∗φ(n)(v)Λ =
n∑

i,j=1

λ∗iφ(vij)λj =
n∑

i,j=1

(λ∗iφλj)(vij)

= FX∗φX(v) ≥ 0,

where X =

[
λ1 λ2 · · ·λn

]
∈ Mk,n, X∗φX ∈ Mn(V ′) and FX∗φX ∈ Qk−minn (V ′). This

implies φ(n)(v) ≥ 0 for all unital positive maps φ on V , i.e. v = (vij) ∈ Ck−minn (V ) and

dQk−minn (V ′) ⊆ Ck−minn (V ). Hence, we conclude that dQk−minn (V ′) = Ck−minn (V ).

(2) (Ck−maxn (V ))d = Qk−maxn (V ′):

Let F = (fij) ∈ Qk−maxn (V ′) and let A∗DA ∈ Dk−max
n (V ). Write A =



A1

A2

...

Am


∈ Mmk,n

where each Al =

[
C l1 C l2 · · · C ln

]
∈ Mk,n with C li being the ith column of Al for all

1 ≤ l ≤ m, 1 ≤ i ≤ n, and D = diag(D1, D2, · · · , Dm) with Dl ∈ Cmink (V ). Then, we have

F (A∗DA) =

m∑
l=1

F (A∗lDlAl) =

m∑
l=1

F ([(C li)
∗Dl(C

l
j)])
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=
m∑
l=1

n∑
i,j=1

fij((C
l
i)
∗Dl(C

l
j)) =

m∑
l=1

n∑
i,j=1

(C li)
∗ f

(k)
ij (Dl) (C lj)

=
m∑
l=1

vec(Al)
∗
[
f

(k)
ij (Dl)

]
︸ ︷︷ ︸

≥0

vec(Al) ≥ 0.

This shows that F (Dk−max
n (V )) ⊆ R+. Now, let v = (vij) ∈ Ck−maxn (V ) such that ren+v ∈

Dk−max
n (V ) for all r > 0. Then

rF (en) + F (v) = F (ren + v) ≥ 0, for all r > 0.

Therefore, F (v) ≥ 0 and F (Ck−maxn (V )) ⊆ R+. As a result, F ∈ (Ck−maxn (V ))d and

Qk−maxn (V ′) ⊆ (Ck−maxn (V ))d.

Conversely, let F = (fij) ∈ (Ck−maxn (V ))d, a ∈ Cmink (V ) and Λ =



λ1

λ2

...

λn


∈ Cnk with each

λi ∈ Ck, 1 ≤ i ≤ n. Then, we have

Λ∗
[
f

(k)
ij (a)

]
Λ =

n∑
i,j=1

λ∗i f
(k)
ij (a)λj =

n∑
i,j=1

fij(λ
∗
i aλj)

= F ([λ∗i aλj ]) = F (X∗aX) ≥ 0,

where X =

[
λ1 λ2 · · · λn

]
∈ Mk,n and XaX∗ ∈ Ck−maxn (V ). Therefore

[
f

(k)
ij (a)

]
≥ 0

for all a ∈ Cmink (V ), i.e. F = (fij) ∈ Qk−maxn (V ′) and (Ck−maxn (V ))d ⊆ Qk−maxn (V ′). It

follows that (Ck−maxn (V ))d = Qk−maxn (V ′).

Remark 2.2.24. Although the cone Qk−minn (V ′) defined above is not weak∗-closed, Theorem

2.2.23 shows that (Ck−minn (V ))d is the weak∗-closure of Qk−minn (V ′). Also, note that the

cone Qk−maxn (V ′) is weak∗-closed(easy to show) and {dQk−maxn (V ′)} is an operator system

structure on V . This implies that (dQk−maxn (V ′))d = Qk−maxn (V ′).
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2.2.4 Comparisons of Various Structures on a Given Operator System

Given a unital C∗-algebra or, more generally, an operator system S such that at the first level

it is an AOU space, then we may form new operator systems, OMINk(S) and OMAXk(S)

for a given k ∈ N. Also, since it is a normed space, we may form the operator spaces

MIN(S) and MAX(S). In this section, we compare these structures, describing when they

are identical and, more generally, when the identity map between these various structures

is a completely bounded isomorphism.

Proposition 2.2.25. Let (V, V +, e) be an AOU space and let k ∈ N be given. Then for

v ∈ V , we have that

‖v‖OMAXk(V ) = sup{‖ϕ(v)‖|ϕ : V → B(H)},

where the supremum is taken over all Hilbert spaces and over all unital k-positive maps ϕ

on OMIN(V ).

Proof. Suppose that ϕ : V → B(H) is a unital k-positive map on OMIN(V ). By Theo-

rem 2.2.13, ϕ : OMAXk(V ) → B(H) is completely positive and hence it is completely

contractive. It follows that ϕ is contractive and hence

‖ϕ(v)‖ ≤ ‖v‖OMAXk(V ), for all v ∈ V.

On the other hand, if ϕ : OMAXk(V ) → B(H) is a unital complete isometry, then ϕ is

completely positive and ‖v‖OMAXk(V ) = ‖ϕ(v)‖, for all v ∈ V. Therefore, we conclude that

‖v‖OMAXk(V ) = sup
H,ϕ
{‖ϕ(v)‖|ϕ : OMIN(V )→ B(H) unital k-positive }.
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Proposition 2.2.26. Let S be an operator system and let k ∈ N. Then

(1) The identity map id from OMINk(S) to S is completely bounded with ‖id‖cb = C if

and only if for every operator system T , every unital k-positive map φ : T → S is

completely bounded and the supremum of the completely bounded norms of all such

maps is C.

(2) The identity map id from S to OMAXk(S) is completely bounded with ‖id‖cb = K if

and only if for every operator system T , every unital k-positive map φ : S → T is

completely bounded and the supremum of the completely bounded norms of all such

maps is K.

Proof. Refer to [23], Proposition 5.3 and Proposition 5.4.

Proposition 2.2.27. Let (V, V +, e) be an AOU space. Then the identity map from OMAXk(V )

to MAX(Vk−min) is completely bounded if and only if for every Hilbert space H, every

bounded map φ : Vk−min → B(H) decomposes as

φ = (φ1 − φ2) + i(φ3 − φ4),

where each φj : OMIN(V )→ B(H) is k-positive.

Proof. Assume that the decompositions of all such bounded maps holds, and suppose

that MAX(Vk−min) ⊆ B(H) completely isometrically for some Hilbert space H. Let

φ : Vk−min → MAX(Vk−min) be the identity map and let φj , j = 1, 2, 3, 4 be a k-positive

mapping on OMIN(V ) such that φ = (φ1 − φ2) + i(φ3 − φ4). Since each φj is k-positive

on OMIN(V ), then φj : OMAXk(V )→ B(H) is completely positive, and hence completely

bounded for j = 1, 2, 3, 4. Hence φ : OMAXk(V )→ B(H) is completely bounded, too.

Conversely, if the identity map from OMAXk(V ) to MAX(Vk−min) is completely bounded

and φ : Vk−min → B(H) is bounded, then φ : MAX(Vk−min)→ B(H) is completely bounded
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and hence φ : OMAXk(V )→ B(H) is completely bounded. Applying Wittstock’s decompo-

sition theorem, we have that φ = (φ1−φ2)+i(φ3−φ4), where each φj : OMAXk(V )→ B(H)

is completely positive, and hence k-positive as a map from OMIN(V ) into B(H).

Let S ⊆ B(H) be a concrete operator system. It is clear that (S,S+, IH) is an

Archimedean order unit space. Considering (S,S+, IH) as an AOU space allows us to

construct other operator system structures on S different from the natural one it already

has.

Let’s begin with the minimal and the maximal operator system structures Cmin(S) and

Cmax(S) respectively. One can easily verify that

Cmaxn (S) ⊆Mn(S)+ ⊆ Cminn (S), for all n ∈ N,

and equality holds for n = 1. Every property and result developed for these two operator

system structures on abstract AOU spaces hold the same in this setting too, as was shown

in [23].

Now, for a fixed k ∈ N, let’s consider the k-minimal and k-maximal operator sytem

structures Ck−min(S) and Ck−max(S) respectively. As we have shown in the previous section,

we have that for n = 1

Ck−max1 (S) = Ck−min1 (S) = S+,

and for 1 < i ≤ k

Ck−maxi (S) = Cmini (S) ⊇ Ck−mini (S).

Using the definitions of these operator system structures, we can show that for all n > k

we have

Ck−maxn (S) * Ck−minn (S) and Ck−maxn (S) + Ck−minn (S).

Moreover, neither Ck−maxn (S), nor Ck−minn (S) contains or is contained in the cone M+
n (S)
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of natural positives, i.e.

Ck−maxn (S) *Mn(S)+ and Mn(S)+ * Ck−maxn (S),

Ck−minn (S) *Mn(S)+ and Mn(S)+ * Ck−minn (S).

This shows that there is no general relation between the natural operator system structure

on S and the k-minimal or the k-maximal one.

Based on this fact, a natural question arises: Can we construct such general opera-

tor system structures on a given operator system S, that generalize the weakest and the

strongest operator system structures OMIN(S) and OMAX(S) respectively, and have an

order relation with the natural operator system structure of S? Yes, we can. We will show

the details of what we call super k-minimal/k-maximal operator system structures

in the next section.

2.3 The Super k-Minimal and the Super k-Maximal

Operator System Structures on Given Operator Systems

Let S ⊆ B(H) be an operator system. Then (S,S+, IH) is an Archimedean order unit

space. Given a fixed k ∈ N, let ψ : S →Mk be a unital k-positive linear map.

Proposition 2.3.1 ( [20], Exercise 6.2). Let S be an operator system, and φ : S → Mk

be a k-positive map for some fixed k ∈ N with φ(IS) = P ≥ 0. Then there exists a unital

k-positive map ψ : S →Mk such that

φ(v) = P 1/2ψ(v)P 1/2, for all v ∈ S.

Proof. Without loss of generality, assume S ⊆ B(H) for some Hilbert space H. Assume

φ : S → Mk is a k-positive map for some fixed k ∈ N with φ(IS) = P . Let Q be the
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projection onto the range of P , i.e. PQ = QP = P , and let R be positive with (1−Q)R = 0

and RPR = Q. Let ξ ∈ H be a unit vector. Set

ψ(v) = Rφ(v)R+ 〈vξ, ξ〉(Ik −Q).

One can straightforwardly check that ψ is a unital k-positive map.

Before we prove that φ(v) = P 1/2ψ(v)P 1/2 for all v ∈ S, we will state some important facts

from matrix theory that are needed for the proof:

(1) For all v ∈ S, range φ(v) ⊆ range P ⊆ range P 1/2 and ker φ(v) ⊇ ker P ⊇ ker P 1/2.

(2) Let z1, z2 ∈ Ck. Then each zi can be written as zi = xi + yi with xi = P 1/2αi ∈

range P 1/2 for some αi ∈ Ck, and yi ∈ ker P 1/2. Having range φ(v) ⊆ range P 1/2 implies

〈φ(v)z1, z2〉 = 〈φ(v)x1, x2〉.

(3) P 1/2QP 1/2 = P where P ≥ 0 and Q projection onto the range of P .

(4) RP = P 1/2: We know RPR = Q and QP = P . It follows that

(RP )2 = (RP )(RP ) = (RPR)P = QP = P ⇒ RP = P 1/2.

Now we will show φ(v) = P 1/2ψ(v)P 1/2 for all v ∈ S. Using the fact(3) above, one can

easily show that P 1/2ψ(v)P 1/2 = P 1/2Rφ(v)RP 1/2.

Finally, using facts (1), (2) and (4), we have

〈P 1/2Rφ(v)RP 1/2z1, z2〉 = 〈P 1/2Rφ(v)RP 1/2x1, x2〉

= 〈φ(v)RP 1/2x1, RP
1/2x2〉 = 〈φ(v)RP 1/2(P 1/2α1), RP 1/2(P 1/2α2)〉

= 〈φ(v)RPα1, RPα2〉 = 〈φ(v)P 1/2α1, P
1/2α2〉

= 〈φ(v)x1, x2〉 = 〈φ(v)z1, z2〉.

Hence, φ(v) = P 1/2ψ(v)P 1/2 for all v ∈ S.
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Let S be an operator system. Denote the set of all unital k-positive linear maps ψ :

S →Mk by Ssk(S), i.e.

Ssk(S) =
{
ψ : S →Mk |ψ k-positive with ψ(IS) = Ik

}
.

By Proposition 2.2.4, every k-positive map φ : S → Mk is completely positive. Therefore

one can describe Ssk(S) as the set of unital completely positive maps from S to Mk. It

is obvious that Ssk(S) ⊆ Sk(S), the set of all unital positive linear maps on S. One can

verify that Ssk(S) is a closed convex subset of the compact space Sk(S), therefore Ssk(S) is

compact.

Recall Mk(C(Sk(S))), the unital C∗-algebra of k × k continuous matrix-valued functions

on Sk(S). Every continuous map v̂ : Sk(S) → Mk is continuous on Ssk(S) ⊆ Sk(S), and

every continuous map on Ssk(S) can be extended to a continuous map on Sk(S), since

both Sk(S) and Ssk(S) are compact. Let Γ̃ : S → Mk(C(Ssk(S))) be defined by Γ̃(a)(ψ) =

ψ(a), a ∈ S. One can show that this map is a well-defined order isomorphism onto its range

with Γ̃(IS) = Ik (see Theorem 2.2.1 for more details). This order isomorphism induces an

operator system structure {Cn}∞n=1 on S, with C1 = S+ = Γ̃−1(P1) where P1 denotes the

set of non-negative continuous matrix valued functions on Ssk(V ). And (aij) ∈ Cn if and

only if (Ψ(aij)) ∈Mn(Mk(C(Ssk(S))))+ if and only if (ψ(aij)) ∈M+
nk for every ψ ∈ Ssk(S).

Definition 2.3.2. Let S be an operator system. For each n ∈ N, set

sCk−minn (S) =

{
(aij) ∈Mn(S) : (φ(aij)) ≥ 0 for all φ ∈ Ssk(S)

}
,

sCk−min(S) = {sCk−minn (S)}∞n=1 and define OMINs
k(S) = (S, sCk−min(S), IS).

Note that sCk−min(S) is the operator system structure on S induced by the inclusion of S

into Mk(C(Ssk(S))), which we will call the super k-minimal operator system structure

on S. We call OMINs
k(S) the super k-minimal operator system.
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Proposition 2.3.3. Let S be an operator system, fix k, h ∈ N with k ≤ h. Then

(1) id : S → OMINs
k(S) is completely positive.

(2) id : OMINs
h(S)→ OMINs

k(S) is completely positive.

(3) Given an operator system T , if the linear map φ : T → S is k-positive, then φ : T →

OMINs
k(S) is completely positive.

Proof. Refer to Section 2.2.1.

Lemma 2.3.4. Let S be an operator system and let k ∈ N. Set

sCkn(S) =

{
(aij) ∈Mn(S) : (φ(aij)) ∈M+

nk, φ : S →Mk k-positive

}
.

Then {sCkn(S)}∞n=1 is the super k-minimal operator system structure on S.

Proof. It is enough to show that sCkn(S) = sCk−minn (S) for all n ∈ N. The set of unital

k-positive maps Ssk(S) is just a subset of all k-positive maps on S. It follows that sCkn(S) ⊆
sCk−minn (S) for all n. On the other hand, let (aij) ∈ sCk−minn (S) and let φ : S →Mk be a

k-positive map with φ(IS) = P ≥ 0. By Proposition 2.3.1, there exists a unital k-positive

map ψ ∈ Ssk(S), such that φ(·) = P 1/2ψ(·)P 1/2. Hence, we have

(
φ(aij)

)
=
(
P 1/2ψ(aij)P

1/2
)

= (Ik ⊗ P 1/2)
(
ψ(aij)

)
(Ik ⊗ P 1/2) ≥ 0.

This shows (aij) ∈ sCkn(S) and sCkn(S) ⊇ sCk−minn (S). As a result, we conclude that

{sCkn(S)}∞n=1 is, in fact, the super k-minimal operator system structure on S.

Proposition 2.3.5. Let S be an operator system and k ∈ N be fixed. Set

sDk−max
n (S) =

{
ADA∗ |A ∈Mn,mk, D = diag(D1, . . . , Dm), where

Dl ∈Mk(S)+, 1 ≤ l ≤ m, m ∈ N
}
.
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Then sDk−max(S) = {sDk−max
n (S)}∞n=1 is a matrix ordering on S, and IS is a matrix order

unit for this ordering.

Proof. Refer to Proposition 2.2.10.

Given an operator system S, we know S is an AOU space (S,S+, IS). Then by the

proposition above, we have that (S, sDk−max(S), IS) is a matrix ordered ∗-vector space for

any fixed k ∈ N. One can verify that this matrix ordered ∗-vector space (S, sDk−max(S), IS)

is an operator system, provided S is a finite-dimensional space. If S is infinite-dimensional

space, then sDk−max(S) is just a matrix ordering, not an operator system structure. In

order to transform this into an operator system, we should matrix Archimedeanize this

matrix ordered space in the same way as it was done in Section 2.2.2.

Definition 2.3.6. Let S be an operator system and k ∈ N. Set

sCk−maxn (S) =

{
A ∈Mn(S) : r(In ⊗ IS) +A ∈ sDk−max

n (S) for all r > 0

}
,

sCk−max(S) = {sCk−maxn (S)}∞n=1 and define OMAXs
k(S) = (S, sCk−max(S), IS).

Hence, sCk−max(S) is an operator system structure on S, which we will call the super

k-maximal operator system structure. We call OMAXs
k(S) the super k-maximal

operator system.

Proposition 2.3.7. Let S be an operator system, fix k, h ∈ N with k ≤ h. Then:

(1) id : OMAXs
k(S)→ S is completely positive.

(2) id : OMAXs
k(S)→ OMAXs

h(S) is completely positive.

(3) Given an operator system T , the map φ : S → T is k-positive if and only if φ :

OMAXs
k(S)→ T is completely positive.

Proof. Refer to Section 2.2.2.

72



2.3 THE SUPER K-MINIMAL AND THE SUPER K-MAXIMAL STRUCTURES

Remark 2.3.8. Let S be an operator system, fix k ∈ N.

(1) For k = 1, we have Ss1(S) = S1(S) = S(S), the set of all states on S. It follows that

the super 1-minimal operator system structure on S coincides with minimal operator

system structure on S, i.e OMIN s
1 (S) = OMIN(S). Moreover, for a fixed 1 < k ∈ N

we have

Mn(S)+ ⊆ sCk−minn (S) ⊆ Cminn (S), for all n ∈ N.

And the equality holds for n = 1, i.e. S+ = sCk−min1 (S) = Cmin1 (S).

One can verify that Mn(S)+ =
⋂
k∈N

sCk−minn (S) for all n ∈ N.

(2) For k = 1, one can easily check that the super 1-maximal operator system structure

on S coincides with the maximal operator system structure on S, i.e. OMAXs
1(S) =

OMAX(S). Moreover, for a fixed 1 < k ∈ N we have sDk−max
n (S) ⊆M+

n (S) and since

sCk−maxn (S) is the closure of sDk−max
n (S) in the order topology of Mn(S), we get

Cmaxn (S) ⊆ sCk−maxn (S) ⊆Mn(S)+, for all n ∈ N.

And the equality holds for n = 1, i.e. Cmax1 (S) = sCk−max1 (S) = S+.

To summarize, given an operator system S on a Hilbert space H and a fixed k ∈ N, we can

construct universal operator system structures with the following property:

Cmaxn (S) ⊆ sCk−maxn (S) ⊆Mn(S)+ ⊆ sCk−minn (S) ⊆ Cminn (S), for all n ∈ N.

The natural operator system structure of S induces a natural matrix order on its dual

space S ′, which makes S ′ an operator system too. The dual cones on S ′ can be described

as follows:

Mn(S ′)+ = (Mn(S)+)d = {f : Mn(S)→ C | f positive linear functional },
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for all n ∈ N. Moreover, one can verify that Mn(S ′)+ ∼= CP (S,Mn) for all n.

Knowing the matricial state space of a given operator system S, we would like to find

the corresponding matricial state spaces of super k-minimal and super k-maximal operator

systems.

Definition 2.3.9. Let S be a given operator system. For a fixed k ∈ N, set

sQk−minn (S ′) =
{
FX∗GX : Mn(S)→ C

∣∣X ∈Mmk,n,

G = diag(φ1, . . . , φm) with φi ∈ CP (S,Mk),m ∈ N
}
,

and

sQk−maxn (S ′) =
{

(fij) ∈Mn(S ′) :
(
f

(k)
ij (a)

)
∈M+

nk, for all a ∈Mk(S)+
}
.

Theorem 2.3.10. Let S be a given operator system. Then {sQk−minn (S ′)}∞n=1 and

{sQk−maxn (S ′)}∞n=1 are matrix orderings on S ′ with sQk−min1 (S ′) = sQk−max1 (S ′) = (S+)d.

Moreover, d(sQk−minn (S ′)) = sCk−minn (S) and (sCk−maxn (S))d = sQk−maxn (S ′).

Proof. We will leave it to the reader to check these claims. For more details, see Proposi-

tion 2.2.22 and Theorem 2.2.23.

Given (V, V +, e) an AOU space, recall the minimal and maximal operator systems on

V , OMIN(V ) and OMAX(V ). We will apply the super k-minimal and the super k-maximal

operator system structures on these two operator systems.

Proposition 2.3.11. Let (V, V +, e) be an AOU space and let OMIN(V ) and OMAX(V ) be

the minimal and maximal operator systems on V , respectively. Then, for each n ∈ N

Dk−max
n (V ) = sDk−max

n (OMIN(V )) and Ck−minn (V ) = sCk−minn (OMAX(V )).

Proof. Use the definitions of each operator system structure involved.
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This proposition shows how k-minimal and k-maximal operator system structures on

ordered spaces defined in Section 2.2, can be regarded as a special case of the super k-

minimal and super k-maximal operator system structures on the given operator systems

OMAX(V ) and on OMIN(V ), respectively.

2.4 k-Partially Entanglement Breaking Maps

In Quantum Information Theory, there is a great interest in quantum entanglement the-

ory and the objects that support this theory like entangled states, separable states, and

“entanglement breaking” maps. There is a well-known duality between the class of entan-

glement breaking maps and separable states defined on tensor composite systems. Based

on this theory, a lot of work has been done to generalize the well-known class of entan-

glement breaking maps, and introducing the classes of “partially entanglement breaking”

maps, which are related to “partially separable states”. In this section, we will review these

generalized concepts, and relate them to our construction of universal minimal and univer-

sal maximal operator system structures.

Let Mn be the full algebra of n × n matrices, n ∈ N. It is clear that Mn is, in fact, an

AOU space. Moreover, Mn is an operator system arising from the identification of Mn with

B(Cn). For some k ∈ N, let OMINs
k(Mn) be the super k-minimal operator system structure

on Mn and OMAXs
k(Mn) be the super k-maximal operator system structure on Mn. Then,

we have

Mm(OMAXs
k(Mn))+ ⊆Mm(Mn)+ ⊆Mm(OMINs

k(Mn))+, for all m ∈ N.

Note that OMINs
k(Mn) is just the operator system Mn

∼= B(Cn) for all k ≥ n. The cone of

positive elements of Mn for any of these operator system structures coincides with the set

of all positive definite matrices in Mn.
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Let s : Mn⊗Mm → C be a (quantum) state defined on the composite system Mn⊗Mm,

n,m ∈ N. Then s is called separable if it is a convex combination of tensor states; i.e. if

there exist l ∈ N, states si : Mn → C, states ti : Mm → C, and real numbers ri > 0 with∑l
i=1 ri = 1 and such that s =

∑l
i=1 risi ⊗ ti. If the state s : Mn ⊗Mm → C cannot be

written as a convex combination of tensor states, then s is called entangled.

Recall that a state s : Mn ⊗Mm → C can be represented by a positive semi-definite

self-adjoint matrix operator of trace one, called a density matrix. One commonly de-

notes density matrices with lowercase Greek letters such as ρ, ξ, σ. The density matrix of a

quantum state s : Mn ⊗Mm → C is defined by ρs = (s(Eij ⊗ Ekl)), where {Eij}ni,j=1 and

{Ekl}mk,l=1 are the canonical matrix units for Mn and Mm, respectively, and it can be written

as a sum of rank one positive semi-definite matrices ρs =
∑p

l=1 UlU
∗
l , where Ul ∈ Cn ⊗Cm.

We will classify quantum states according to their level of entanglement or separability.

Recall that the Schmidt number of a density matrix tells us the “level of entanglement

or separability” of the state. A state s : Mn ⊗Mm → C is called maximally entangled

if the Schmidt number of its density matrix is k = min(n,m). Also, note that separa-

ble states are represented by density matrices of the form ρ =
∑

j σj ⊗ τj , where each

σj =
∑

e u
j
e(u

j
e)∗ ≥ 0, τj =

∑
f v

j
f (vjf )∗ ≥ 0. These are exactly the density matrices, whose

Schmidt numbers are equal to 1. A state s : Mn ⊗Mm → C is called k-separable [29] if

the Schmidt number of its density matrix ρs is at most k with k ≤ min(n,m).

A nonzero positive linear functional f : Mn ⊗ Mm → C is called k-separable if and

only if
f

f(In ⊗ Im)
is a k-separable state. We recall that, given a completely positive map

φ : Mp → Mm, we denote φ(n) : Mn ⊗Mp → Mn ⊗Mm the map given by φ(n)((vij)) =

(φ(vij)) ∈ Mn ⊗Mm. If s : Mn ⊗Mm → C is a positive linear functional, then s ◦ φ(n) :

Mn ⊗Mp → C is positive linear functional. If s is a state and φ is unital, then s ◦ φ(n) is a
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state.

A linear map φ : Mp →Mm is called k-partially entanglement breaking [5] (k-PEB),

if s ◦ φ(n) : Mn ⊗Mp → C is a k-separable state for every state s : Mn ⊗Mm → C, for all

n ∈ N.

In this section, we relate k-partially entanglement breaking maps to the super k-minimal

and super k-maximal operator system structures studied in the previous section. We begin

with a characterization of k-separable states.

Proposition 2.4.1. Let f : Mn ⊗ Mm → C be a positive linear functional. Then f is

k-separable if and only if f : Mn(OMINs
k(Mm))→ C is positive.

Proof. Given a positive linear functional f : Mn ⊗Mm → C with f(In ⊗ Im) 6= 0, then

f

f(In ⊗ Im)
: Mn ⊗Mm → C becomes a state. Hence, we may assume f is a k-separable

state, k ≤ min(n,m). Assume that the density matrix of f is

ρf =
k∑

e,f=1

ueu
∗
f ⊗ vev∗f ,

for some {u1, u2, . . . , uk} ⊆ Cn and {v1, v2, . . . , vk} ⊆ Cm.

Define φef : Mm → C by

φef (x) = v̄∗e(x)v̄f , for all x ∈Mm.

It is obvious that φef is a well defined linear map on Mm. Note that the “density matrix”

for each φef is

ρef = [φef (Ekl)]
m
k,l=1 = vev

∗
f .

Now, look at φ = [φef ] : Mm →Mk given by

φ(x) = [φef (x)] = [v̄∗e(x)v̄f ]
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=


v̄∗1
...

v̄∗k

x
[
v̄1 · · · v̄k

]
︸ ︷︷ ︸

=A∈Mm,k

= A∗xA.

Then, one can easily verify that φ is a completely positive map on Mm. Hence, we can

write each function f as

f =
k∑

e,f=1

ueu
∗
f ⊗ φef =

[
u1 · · · uk

]
φ


u∗1
...

u∗k

 .

This shows that f ∈ sQk−minn (Mm), i.e. f ∈ (sCk−minn (Mm))d.

So, f is positive on Mn(OMINs
k(Mm)).

Conversely, assume f : Mn(OMINs
k(Mm)) → C is positive , i.e. f ∈ (sCk−minn (Mm))d =

sQk−minn (Mm)
w∗

. Without loss of generality, let f = ΛφΛ∗ ∈ sQk−minn (Mm), where Λ =[
u1 u2 · · ·uk

]
∈ Mn,k and φ = [φef ] : Mm → Mk is completely positive. Then f =∑k

e,f=1 ueu
∗
f ⊗ φef . Since φ is completely positive, then φ(x) =

∑l
i=1A

∗
ixAi, for some

Kraus operators {Ai} ⊆Mm,k. Writing each Ai =

[
v̄i1 v̄i2 · · · v̄ik

]
, where each v̄ie ∈ Cm,

then one can see that φef (x) =
∑l

i=1(v̄ie)
∗x(v̄if ), and its density matrix ρφef =

∑l
i=1 v

i
e(v

i
f )∗.

Hence, the density matrix for the function f will be

ρf =
l∑

i=1

k∑
e,f=1

ueu
∗
f ⊗ vie(vif )∗.

This shows that f is a k-separable map.

In general, any positive linear functional f ∈ (sCk−minn (Mm))d (which becomes a state

by dividing by its norm) is a weak∗-limit of k-separable states. Such a limit exists, be-

cause k-separable states are the convex hull of a compact set, which is a compact set by
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Caratheodory’s theorem.

We now turn our attention to a duality result. Recall that the dual of a matrix ordered

space is again a matrix ordered space. Let δi,j : Mn → C be the linear functional satisfying

δi,j(Ekl) =


1 when (i, j) = (k, l)

0 when (i, j) 6= (k, l)

and let γn : Mn → M ′n be the linear isomorphism defined by γn(Ei,j) = δi,j . The next

result is certainly in some sense known, but the formal statement will be useful for us in

the sequel.

Theorem 2.4.2 ( [23], Theorem 6.2). The map γn : Mn → M ′n is a complete order iso-

morphism of matrix ordered spaces. Consequently, (M ′n, (M
′
n)+, tr) is an AOU space that

is order isomorphic to (Mn,M
+
n , In), where In denotes the identity matrix.

Proposition 2.4.3. The complete order isomorphism γn : Mn →M ′n gives rise to the iden-

tifications OMINs
k(Mn)′ = OMAXs

k(M
′
n) = OMAXs

k(Mn) and OMAXs
k(Mn)′ = OMINs

k(M
′
n)

= OMINs
k(Mn).

Proof. Let S = M ′n, then one can observe that sQk−minm (Mn) = sDk−max
m (S) by definitions

of each cone. The unit ball of sDk−max
m (S) is compact, therefore sDk−max

m (S) is closed

by the Krein-Shmulian Theorem. Hence, sDk−max
m (S) = sCk−maxm (S). Thus, we have

that sQk−minm (Mn) = sCk−maxm (S), i.e. Mm(OMINs
k(Mn)′)+ = Mm(OMAXs

k(M
′
n))+, and

so the identity map on M ′n yields a complete order isometry between the matrix ordered

space OMINs
k(Mn)′ and the operator system OMAXs

k(M
′
n). Finally, the complete order

isomorphism γn allows for the identification, OMAXs
k(M

′
n) = OMAXs

k(Mn). The proof of

the rest of the statement is similar.

Theorem 2.4.4. Let φ : Mp →Mm be a linear map. Then φ is a k-partially entanglement

breaking map if and only if φ : OMINs
k(Mp)→Mm is completely positive.
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Proof. Assume φ : OMINs
k(Mp)→Mm is completely positive. Then φ′ : M ′m → OMINs

k(Mp)
′

is completely positive too. If f = (fij) ∈ Mn(M ′m)+ is any state on Mn ⊗ Mm, then

[φ′(fij)] ∈ Mn(OMINs
k(Mp)

′)+. By Proposition 2.4.1, these are exactly the k-separable

states on Mn ⊗Mp, i.e.

f ◦ φ(n) =
[
φ′(fij)

]
= [fij ◦ φ] : Mn ⊗Mp → C

is k-separable, for all states f : Mn ⊗Mm → C. This implies φ is a k-PEB map.

Conversely, assume φ is k-PEB. Then, for any f = (fij) ∈ Mn(M ′m)+, we have f ◦ φ(n)

is k-separable, i.e. f ◦ φ(n) = [φ′(fij)] ∈ Mn(OMINs
k(Mp)

′)+, which implies that φ′ :

M ′m → OMINs
k(Mp)

′ is completely positive. As a result, we have φ : OMINs
k(Mp)→Mm is

completely positive.

Let U =



u1

u2

...

uk


=
∑k

j=1 ej ⊗ uj ∈ Ck ⊗ Cm, where uj ∈ Cm, 1 ≤ j ≤ k. Then U can be

viewed as the m× k matrix Mu =

[
u1 u2 · · · uk

]
∈Mm,k. If λ ∈ Ck, then we have

(λ∗ ⊗ Im)(UU∗)(λ⊗ Im) = Mu(λλ∗)M∗u .

Proposition 2.4.5. Let φ : Mp → Mm be a linear map. Then φ : Mp → OMAXs
k(Mm) is

completely positive if and only if there exist completely positive maps ψl : Mp → Mk and

matrices Ml ∈Mm,k, l = 1, . . . , q such that φ(X) =
∑q

l=1Mlψl(X)M∗l .

Proof. We have that φ : Mp → OMAXs
k(Mm) is completely positive if and only if (φ(Eij)) ∈

Mp(OMAXs
k(Mm))+ = sCk−maxp (Mm) = sDk−max

p (Mm), since the set sDk−max
p (Mm) is

closed. Thus, there exists an integer q,
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A1, . . . , Aq ∈Mk,p, positive matrices D1, . . . , Dq ∈Mk(Mm)+, such that

(φ(Eij)) =

q∑
l=1

(A∗l ⊗ Im)Dl(Al ⊗ Im).

Write Al =

[
λ1,l λ2,l · · · λp,l

]
, where λi,l ∈ Ck for all i = 1, . . . , p. Then, we have

φ(Eij) =
∑q

l=1(λ∗i,l ⊗ Im)Dl(λj,l ⊗ Im). Since Dl ∈ Mk(Mm)+, then Dl =
∑t

r=1 Ur,lU
∗
r,l,

where Ur,l ∈ Ck ⊗ Cm for all 1 ≤ r ≤ t. Without loss of generalization, assume Dl = UlU
∗
l ,

where Ul =



u1,l

u2,l

...

uk,l


, each ue,l ∈ Cm, for all 1 ≤ e ≤ k. This implies

φ(Eij) =

q∑
l=1

(λ∗i,l ⊗ Im)Dl(λj,l ⊗ Im) =

q∑
l=1

Ml

[
(λ̄i,l)(λ̄j,l)

∗]M∗l ,
where Ml =

[
u1,l u2,l · · · uk,l

]
∈ Mm,k is the corresponding matrix for Ul. If we define

completely positive maps ψl : Mp →Mk by

ψl(X) =

p∑
i,j=1

(λ̄i,l)xij(λ̄j,l)
∗ = ĀlXĀ

∗
l ,

then we have that φ(Eij) =
∑q

l=1Mlψl(Eij)M
∗
l , for all 1 ≤ i, j ≤ p, and hence φ(X) =∑q

l=1Mlψl(X)M∗l for every X ∈Mp.

Conversely, given any completely positive map ψ : Mp → Mk, then ψ can be written

as ψ(X) = (Ā)X(Ā)∗ =
∑p

i,j=1(λ̄i)xij(λ̄j)
∗, where A =

[
λ1 λ2 · · · λp

]
∈ Mk,p with

λi ∈ Ck. Thus, if φ(X) =
∑q

l=1Mlψl(X)M∗l , where Ml =

[
u1,l u2,l · · · uk,l

]
∈ Mm,k

with ue,l ∈ Cm for all 1 ≤ e ≤ k, and ψl : Mp → Mk completely positive, then by

increasing the number of terms in the sum we may assume that each ψl has the form
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ψl(X) = (Āl)X(Āl)
∗ =

∑p
i,j=1(λ̄i,l)xij(λ̄j,l)

∗, and hence

φ(Eij) =

q∑
l=1

Ml

[
(λ̄i,l)(λ̄j,l)

∗]M∗l =

q∑
l=1

(λ∗i,l ⊗ Im)Dl(λj,l ⊗ Im),

where Dl =



u1,l

u2,l

...

uk,l


[
u∗1,l u∗2,l · · · u∗k,l

]
= UlU

∗
l ∈Mk(Mm)+.

Thus (φ(Eij)) =
∑q

l=1(A∗l ⊗ Im)Dl(Al⊗ Im) ∈ sDk−max
p (Mm), and it follows that φ : Mp →

OMAXs
k(Mm) is completely positive.

Corollary 2.4.6. If φ : Mp → OMAXs
k(Mm) is completely positive, then φ is a k-partially

entanglement breaking map.

Proof. By Proposition 2.4.5, there exist completely positive maps ψl : Mp → Mk and

matrices Ml ∈ Mm,k, 1 ≤ l ≤ q, such that φ(X) =
∑q

l=1Mlψl(X)M∗l . Given any n ∈ N

and any positive linear functional f : Mn ⊗Mm → C, we have f ◦ φ(n) : Mn ⊗Mp → C is

k-separable if and only if f ◦ φ(n) : Mn(OMINs
k(Mp))→ C is a positive linear functional by

Proposition 2.4.1. Let (Xij) ∈ sCk−minn (Mp), then we have

φ(n)((Xij)) = (φ(Xij)) =

q∑
l=1

(Mlψl(Xij)M
∗
l )

=

q∑
l=1

(In ⊗Ml)ψ
(n)((Xij))(In ⊗M∗l ) ≥ 0,

since ψ(n)((Xij)) ≥ for all (Xij) ∈ sCk−minn (Mp). Thus, (f ◦ φ(n))((Xij)) = f((φ(Xij))) ≥ 0

since f is a positive linear functional on Mn ⊗Mm and (φ(Xij)) ∈Mn(Mm)+. As a result,

f ◦ φ(n) is k-separable, which implies that φ is k-PEB.
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Theorem 2.4.7. Let φ : Mp → Mm be a linear map, and k ≤ min(p,m). Then the

following are equivalent:

(i) φ : OMINs
k(Mp)→Mm is completely positive.

(ii) φ is k-partially entanglement breaking.

(iii) φ : Mp → OMAXs
k(Mm) is completely positive.

(iv) There exist completely positive maps ψl : Mp → Mk and Ml ∈ Mm,k, for 1 ≤ l ≤ q

such that φ(X) =
∑q

l=1Mlψl(X)M∗l .

(v) There exist matrices Al ∈ Mp,m, 1 ≤ l ≤ r of rank at most k, such that φ(X) =∑s
l=1A

∗
lXAl.

(vi) φ : OMINs
k(Mp)→ OMAXs

k(Mm) is completely positive.

Proof. The equivalence of (i) and (ii) is stated in Theorem 2.4.4, while the equivalence of

(iii) and (iv) is stated in Proposition 2.4.5. By Corollary 2.4.6, (iii) implies (ii). Note

that φ : Mp → OMAXs
k(Mm) is completely positive if and only if φ′ : OMAXs

k(Mm)′ →

M ′p is completely positive. Using the identifications of Proposition 2.4.3, we have φ′ :

OMINs
k(M

′
m)→M ′p is completely positive if and only if φ[ = γ−1

p ◦φ′ ◦γm : OMINs
k(Mm)→

Mp is completely positive, i.e. φ[ : Mm →Mp is k-PEB. Hence, if φ = (φ[)[ is k-PEB, then

φ[ is k-PEB, which is equivalent to φ : Mp → OMAXs
k(Mm) is completely positive. So (ii)

implies (iii). Now we have the equivalence (i)− (iv).

To show that (iv) implies (v), we may assume that each completely positive map ψl : Mp →

Mk can be written as ψl(X) =
∑r

j=1B
∗
j,lXBj,l, for some Bj,l ∈Mp,k. Then,

φ(X) =

q∑
l=1

r∑
j=1

MlB
∗
j,lXBj.lM

∗
l =

s∑
l=1

A∗lXAl,

where each Al = Bj,lM
∗
l ∈ Mp,m has rank at most k for all 1 ≤ l ≤ s, since rank(Al) ≤

min(rank(Bj,l), rank(Ml)) = k.
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To see that (v) implies (iv), each Al ∈ Mp,m of rank at most k, can be factorized as

Al = BlMl, where Ml ∈ Mk,m is the reduced matrix of Al containing only the k rows

that span Al, and Bl ∈ Mp,k is the coefficient matrix of Al. Set ψl(X) = B∗l XBl which is

completely positive, then φ(X) =
∑s

l=1M
∗
l ψl(X)Ml.

Finally, clearly (vi) implies (i). One can easily check that (iv) implies (vi).
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Chapter 3

The Spanning Index of a Finite Set

of Matrices in Mn

3.1 Introduction

Let Mn denote the space of n×n real or complex matrices, and let P1 = {A1, A2, . . . , Al} ⊆

Mn be a finite set of matrices from this space. We define

Pm = P1 · P1 · · · · · P1︸ ︷︷ ︸
mtimes

=
{
X1 ·X2 · · · · ·Xm |Xi ∈ P1 for all 1 ≤ i ≤ m

}

to be the set of matrices that are products of m matrices coming from P1 with repetitions

allowed, and we call any element of Pm a matrix of length m. Furthermore, we denote

Vm = span(Pm), a subspace of Mn. If Vm = Mn for some m ∈ N, then the set Pm contains

n2 linearly independent matrices. Moreover, for each (i, j), there exists at least one A ∈ Pm

such that the (i, j)th entry is non-zero. It follows that the matrices in Pm can not be all

lower-triangular, or all upper-triangular or all diagonal. Hence, the set P1 should contain

at least one of each.
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Given P1 = {A1, A2, . . . , Al} ⊆ Mn and Pm the set of matrices of length m, then one

can see that the cardinality of Pm is less than or equal to lm. It follows that dim(Vm) ≤ lm.

Thus, if Vm = Mn, then n2 ≤ lm. We want to find what is the least such m ∈ N for which

we get Vm = Mn. In [25], it was conjectured that this bound does not exceed n2.

Conjecture 3.1.1 (Michael Wolf, [25]). Let P1 = {A1, A2, . . . , Al} ⊆ Mn be a finite set,

let Pm be the set of matrices of length m of P1 for some m ∈ N, and let Vm = span(Pm).

If Vm = Mn for some m ∈ N, then there exists m1 ≤ n2 such that Vm1 = Mn.

One can easily see that such a bound depends on the beginning set P1 and its elements.

Hence, some progress could be made only if we know some properties of the initial matrices

of P1.

Proposition 3.1.2. Let P1 = {A1, A2, . . . , Al} ⊆ Mn be a finite set and let Pm be the set

of matrices of length m of P1 for some m ∈ N. Then

Vm = A1 · Vm−1 +A2 · Vm−1 + · · ·+Al · Vm−1,

where Vm = span(Pm) and Vm−1 = span(Pm−1).

Proof. We know that Pm = P1 · Pm−1. It follows that

A1 · Vm−1 +A2 · Vm−1 + · · ·+Al · Vm−1 ⊆ Vm.

On the other hand, using basic linear algebra techniques, one can easily show that

Vm ⊆ A1 · Vm−1 +A2 · Vm−1 + · · ·+Al · Vm−1.

Hence, the result follows.
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Proposition 3.1.3. Let P1 = {A1, A2, . . . , Al} ⊆ Mn be a finite set, let Pm be the set of

matrices of length m of P1 for some m ∈ N, and let Vm = span(Pm). If Vm = Mn for some

m ∈ N, then Vm+1 = Mn.

Proof. Let m ∈ N such that Vm = Mn. It is clear that Vm−1 ⊆ Vm = Mn. Then, by using

Proposition 3.1.2 and basic linear algebra knowledge, we have

Mn = Vm = A1 · Vm−1 +A2 · Vm−1 + · · ·+Al · Vm−1

⊆ A1 · Vm +A2 · Vm + · · ·+Al · Vm

= Vm+1 ⊆Mn.

As a result, we conclude Vm+1 = span(Pm+1) = Mn.

Definition 3.1.4. Let P1 = {A1, A2, . . . , Al} ⊆ Mn, Pm be the set of matrices of length

m of P1 for some m ∈ N, and Vm = span(Pm). If Vm = Mn for some m ∈ N, then the

least such m is called the spanning index of P1 and denoted by m = index(P1). If Vm is

never Mn, then we set index(P1) = +∞.

Note that if Vm = Mn for some m ∈ N, then dim(Vm) = n2. Hence, we can alternatively

define the spanning index of a given set P1 as

index(P1) = inf{m ∈ N : dim(Vm) = n2}.

Example 3.1.5. We will consider two cases of finite sets of matrices in M3:

(i) Let P1 =

I3 =


1 0 0

0 1 0

0 0 1

 ,


0 0 0

1 0 0

0 1 0

 ,


0 0 1

0 0 0

0 0 0


 ⊆M3.

For the ease of notation, we will write the elements of P1 in terms of matrix units,

i.e. P1 = {I3 = E11 + E22 + E33, E21 + E32, E13}. One can straightforwardly check
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that

P2 = {I3, E21 + E32, E13, E31, E23, E12},

P3 = {E11, E12, E13, E22, E21 + E32, E23, E31, E33},

P4 = {E11, E12, E13, E21, E22, E23, E31, E32, E33}.

It follows that V4 = M3 and therefore index(P1) = 4.

(ii) Let Q1 = {I3 = E11 + E22 + E33, S = E21 + E32 + E13} ⊆M3,

where I3 is the identity matrix and S is the cyclic forward shift matrix.

Then one can easily check that Qk = {I3, S, S
2} for all 1 < k ∈ N.

It follows that index(Q1) = +∞.

Proposition 3.1.6. Let P1 = {A1, A2, . . . , Al} ⊆ Mn and P̃1 = {A1 + A2, A3, . . . , Al}.

Then index(P1) ≤ index(P̃1).

Proof. If index(P̃1) = +∞, then the result is clear. Hence, assume index(P̃1) = m < +∞

and let Ṽm = span(P̃m) and Vm = span(Pm). By Definition 3.1.4, we have Ṽm = Mn. To

prove that index(P1) ≤ index(P̃1), it is enough to show that Ṽm ⊆ Vm.

Claim: Ṽk ⊆ Vk for all k ∈ N: We will show this result by induction.

(i) Clearly, Ṽ1 = span(P̃1) ⊆ span(P1) = V1.

(ii) Next, we assume that Ṽk ⊆ Vk holds for all 1, 2, . . . , k ∈ N.

(iii) Then, we show that Ṽk+1 ⊆ Vk+1. Using the definition of Ṽk+1, Proposition 3.1.2

and induction hypothesis (ii), we have

Ṽk+1 = span(P̃k+1) = span(P̃1 · P̃k)

= (A1 +A2) · Ṽk +A3 · Ṽk + · · ·+Al · Ṽk

⊆ (A1 +A2) · Vk +A3 · Vk + · · ·+Al · Vk
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⊆ A1 · Vk +A2 · Vk +A3 · Vk + · · ·+Al · Vk

= Vk+1.

As a result, we conclude that Ṽk ⊆ Vk for all k ∈ N. Then, we have

Mn = Ṽm ⊆ Vm ⊆Mn.

It follows that Vm = Mn and therefore index(P1) ≤ index(P̃1) < +∞.

Remark 3.1.7. Note that the converse of Proposition 3.1.6 is not generally true. In other

words, if we are given a finite set P1 = {A1, A2, . . . , Al} ⊆Mn with a finite spanning index

and if we let P̃1 = {A1 +A2, A3, . . . , Al} where A1 +A2 can be any grouping of 2 elements

of P1, then the spanning index of P̃1 might not be finite.

Specifically, let P1 = {I3 = E11 + E22 + E33, E21 + E32, E13} ⊆ M3 with index(P1) = 4,

as shown in Example 3.1.5(i). Then we group two last elements of P1 and set P̃1 =

{I3, (E21 + E32) + E13}. It follows that P̃1 = {I3, S} as in Example 3.1.5(ii) and the

spanning index of this new set does not exist. But, if we let P̂1 = {I3 + E13, E21 + E32},

then index(P̂1) = 4.

This shows that grouping elements of a given finite set whose spanning index exists, cannot

be done randomly. We are interested in grouping elements since we can get a bigger bound

for the spanning index.

Given a finite set of l matrices P1 = {A1, A2, . . . , Al} ⊆ Mn, the spanning index of P1

might get smaller when the number of initial matrices increases as in Proposition 3.1.6. In

such a case, one might expect that the set P1 with two appropriate matrices has the biggest

finite spanning index. We believe that to prove the conjecture, it is enough to consider the

case of the set P1 containing 2 matrices (which are good enough to lead to a spanning of

Mn). Before considering such a case, it would be nice to first see what kind of matrices

should be involved and the properties they should have, such that span(Pm) = Mn, for
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some m ∈ N.

The set Pm depends on the choice of matrices for the initial set P1. Therefore, the set Pm

spans Mn for some m ∈ N if and only if P1 contains matrices that have enough entries to

make the spanning happen. When do these matrices have enough entries? To get an answer

for this question, we consider the case which involves matrix units.

3.2 Matrix Units and Graphs

Let Mn be the space of n × n matrices and let {Eij}ni,j=1 be the canonical matrix units of

Mn. Let E = {(i, j) : i, j ∈ {1, 2, . . . , n}} be a subset of {1, 2, . . . , n} × {1, 2, . . . , n} and let

P1 =
{
Eij |(i, j) ∈ E

}
be a collection of matrix units in Mn. Note that a product of matrix

units is again a matrix unit. Thus

Pm =

{ m∏
k=1

E(ik,jk) | (ik, jk) ∈ E for all k = 1, 2, . . . ,m

}

contains matrix units, each of which are product of m matrix units from P1 with repetitions

allowed. In other words, we say Pm contains matrix units of length m and denote∏m
k=1E(ik,jk) = E

(m)
ij . Hence, we have

Pm =
{
E

(m)
ij | matrix unit of length m, (i, j) ∈ E

}
.

If span(Pm) = Mn for some m ∈ N, then it’s obvious that Pm contains all the n2 matrix

units of Mn, each of length m. We will find the necessary and sufficient conditions for the

initial matrix units of length 1, given that Pm spans Mn at some level m ∈ N. The matrix

units of length 1 depend on the choice of the set E ⊆ {1, 2, . . . , n} × {1, 2, . . . , n}. In order

to understand such sets, we will look at their graphs. Next, we will give a brief introduction

to Directed Graph Theory and relate it to our problem.
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3.2.1 Directed Graph Theory

A graph G is an ordered pair G = (V, E) consisting of a set V of vertices (also known as

nodes) and a set E ⊆ V × V of edges . An edge e ∈ E connects two vertices i and j.

Graphs can be directed or undirected. A directed graph (also known as digraph), is a

graph G whose each edge has a sense of direction from i to j and is written as an ordered

pair e = (i, j). Such directed edges are also known as arcs. In an undirected graph, an

edge has no sense of direction and is written as an unordered pair {i, j}.

A path in a graph G is a sequence of vertices (i0, i1, i2, . . . , im) such that each pair of

consecutive vertices in sequence (ij , ij+1) (or {ij , ij+1}), is an edge in G for each 0 ≤ j ≤ m.

The path is simple if no two vertices are identical. The path is a cycle if the initial and

final vertex are the same, i0 = im.

The length of a path is the number of successive edges it contains. A connected

graph is a graph such that there exists a path between all pairs of vertices. A strongly

connected graph is a directed graph such that there exists a path of finite length from

each vertex to every other vertex. A primitive graph is a directed graph such that there

exists a path of length m from each vertex to every other vertex, for some m ∈ N.

There is a strong relation between graphs and matrices. Let Vn = {1, 2, . . . , n} and let

G = (Vn, E) be a directed graph with n vertices (|Vn| = n). We associate an n × n binary

matrix A = (aij) with

aij =


1, (i, j) ∈ E

0, (i, j) /∈ E

to this graph, which is called the adjacency matrix of the graph.
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Each matrix unit Eij ∈ Mn can be thought as an adjacency matrix of directed graph

(Vn, (i, j)) that consists of the set Vn with n vertices and the single edge (i, j), i, j ∈ Vn.

Let E ⊆ Vn × Vn and P1 = {Eij | (i, j) ∈ E}. Note that the pair (Vn, E) is a directed graph

that describes the matrix units of P1. We denote G(P1) = (Vn, E). Having this setting, any

matrix unit Eij ∈ P1 corresponds to the arc (i, j) of the directed graph G(P1). Moreover,

the adjacency matrix for G(P1) is given by A =
∑

(i,j)∈E Eij .

If (i, j), (j, k) ∈ E , then there exists a path of length 2 from vertex i to k in G(P1). In

other words, given Eij and Ejk ∈ P1 with (i, j), (j, k) ∈ E , we obtain a matrix unit of length

2, Eik = EijEjk. Hence, Eik ∈ P2 if and only if there exists a path of length 2 in G(P1)

from i to k. As a result, given P1 = {Eij : (i, j) ∈ E} and its graph G(P1), one can easily

verify that the set Pm of matrix units of length m is equal to

Pm = {Eij | there exists a path of length m from i to j in G(P1) }.

A matrix A = (aij) ∈ Mn is called nonnegative if aij ≥ 0 for all 1 ≤ i, j ≤ n, and

entrywise-positive if aij > 0 for all i, j. Given an arbitrary matrix A = (aij) ∈ Mn,

the absolute matrix |A| = (|aij |) is clearly nonnegative. A nonnegative matrix A is called

primitive if and only if there exists some m ∈ N for which Am is entrywise-positive. The

least exponent m that makes Am an entrywise-positive matrix, is called the primitivity

index of matrix A, denoted by prim(A).

Proposition 3.2.1. Let Vn = {1, 2, . . . , n} and E ⊆ Vn × Vn for n ∈ N be a directed graph.

If P1 = {Eij
∣∣ (i, j) ∈ E }, G(P1) = (Vn, E) is its graph and A =

∑
(i,j)∈E Eij is the adjacency

matrix, then the following are equivalent:

(1) index(P1) < +∞.

(2) G(P1) is a primitive graph.
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3.2 MATRIX UNITS AND GRAPHS

(3) Am is entrywise-positive, for some m ∈ N.

Proof. Let P1 = {Eij |(i, j) ∈ E} with E ⊂ Vn × Vn. Let A =
∑

(i,j)∈E Eij be the adjacency

matrix of G(P1). We know that

Pm = {Eij | ∃ a path of length m from i to j in G(P1) }.

(1 ⇐⇒ 2) We have span(Pm) = Mn, i.e. Pm contains all n2 matrix units Eij ∈ Mn, each

of length m, if and only if there exists a path of length m for each pair of vertices in the

directed graph of P1, if and only if the graph G(P1) is primitive.

(1⇒ 3) Assume that span(Pm) = Mn for some m ∈ N. It follows that G(P1) is a primitive

graph. Hence, there is a path of finite length m for each pair of vertices. Each such path

corresponds to a matrix unit of length m, E
(m)
ij =

∏m
k=1E(i,j)k with (i, j) ∈ E . Then, we

have

Am =

( ∑
(i,j)∈E

Eij

)m
=
∑

E
(m)
ij

=
∑( m∏

k=1

E(ik,jk)

)
.

It follows that Am contains all possible matrix units of length m as summand, at least once

(since some products might give the same matrix unit of length m). Therefore, (Am)ij > 0

for all i, j ∈ Vn.

(3⇐ 1) Conversely, assume that there exists m ∈ N such that (Am)ij > 0 for all i, j ∈ Vn.

We know that Am is the sum of all possible matrix units of length m of P1. Since each

entry of Am is greater than zero, it follows that Pm contains all n2 matrix units of Mn, at

least once. As a result, Pm spans Mn and index(P1) = m.

Lemma 3.2.2. Let A = (aij) ∈Mn and let P1 = {aijEij : aij 6= 0}. Then index(P1) < +∞

if and only if |A| is a primitive matrix. Moreover, index(P1) = prim(A).
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Proof. Note thatA is the sum of all elements of P1. One can easily check that index(P1) = m

for some m ∈ N if and only if G(P1) is primitive, if and only if there exists paths of length

m for each pair of vertices, if and only if |A|m is entrywise-positive as |A|m is a sum of

matrices of length m, if and only if |A| is primitive (see [11], [18] for more details). It is

clear that index(P1) = prim(A).

This lemma shows that the primitivity of a nonnegative matrix A ∈Mn depends on the

location of zero entries and not on the magnitude of non-zero entries. As one can observe,

a primitive matrix A should have at least (n+ 1) entries. It follows that P1 should contain

at least (n+ 1) matrix units Eij or their multiples, which altogether add up to a primitive

matrix.

Corollary 3.2.3. Let A be a primitive matrix, and let m be its primitivity index. Then Ak

is entrywise-positive for all k ≥ m.

Proof. Use Proposition 3.1.3 and Lemma 3.2.2.

Example 3.2.4. Let W ∈Mn be Wielandt’s matrix. Then we have

W =



0 1 0 · · · 0

...
. . .

. . .
. . .

...

...
. . .

. . . 0

0 · · · · · · 0 1

1 1 0 · · · 0


= E12 + E23 + · · ·+ E(n−1)n + En1 + En2.

Let P1 = {E12, E23, . . . , E(n−1)n, En1, En2} be the collection of matrix units of W . In

[11], it is shown that the primitivity index of W is (n− 1)2 + 1. By Lemma 3.2.2, one can

verify that spanning index of P1 is equal to primitivity index of the adjacency matrix of the

graph of P1. As a result, index(P1) = (n− 1)2 + 1.

Remark 3.2.5. It is already known that the primitivity index of the Wielandt matrix is the
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3.3 PRIMITIVE GRAPHS

best bound for testing whether a matrix is primitive or not (see [11] for more details).

Thus, for any collection P1 ⊆Mn of matrix units or their scalar multiples whose sum yields

a primitive matrix, we have index(P1) ≤ (n− 1)2 + 1. It follows that the Conjecture 3.1.1

is true for such sets P1.

In the next section, we will prove this result in a different way using properties of their

graphs.

3.3 Primitive Graphs

Let G = (Vn, E) be a strongly connected graph on n vertices. Then there exists a path of

finite length from each vertex i ∈ Vn to every other vertex j ∈ Vn. When i = j, we get a

cycle of finite length. Hence, G consists of cycles joined to each other by a vertex or a path

of length l, l ≥ 1, in common.

Example 3.3.1. Let G be a directed graph on 7 vertices, as it is given below:

•e

•a

•f •g

•b •c •d
��////

oo

GG����
//

GG����

oo

������
//

zzttttttt

One can easily check that there is a path of finite length from each vertex to every other

one. Therefore, G is strongly connected.

This graph consists of three cycles: the first 2 cycles have only the vertex f in common and

the last two cycles have the edge (g, c) in common (one edge is a path of length one).

•e

•a

•f •g

•b •c
��////

oo

GG����
//

GG����

oo

������

and •f •g

•b •c •d

//

GG
oo

������
//

zzttttttt

Let A ∈ Mn be a primitive matrix. By Proposition 3.2.1 and Lemma 3.2.2, the graph
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of A is primitive. Primitive graphs are very interesting to be studied. Firstly, a primitive

graph on n vertices cannot be just a simple cycle. Graphs consisting of simple cycles are

strongly connected, but not primitive. One can easily verify that the adjacency matrix of a

simple cycle on n vertices is just a permutation matrix in Mn. Therefore, a primitive graph

should contain at least two joined cycles.

Given a primitive graph G on n vertices and its adjacency matrix A, we let P1 =

{Eij : (i, j) is an edge in G}. By Proposition 3.2.1, we know that the spanning index of P1

exists. In Corollary 3.3.9, we will show that index(P1) is bounded above by the Wielandt

primitivity index (n− 1)2 + 1.

Lemma 3.3.2. Let gcd(p, q) = 1. If J = a1p+ b1q = a2p+ b2q, then there exists l ∈ Z such

that a2 = a1 + lq, b2 = b1 − lp.

Proof. We have 0 = (a2−a1)p+ (b2− b1)q. It follows that q|(a1−a2)p. Since gcd(p, q) = 1,

then q|(a1 − a2). Therefore, there exists l ∈ Z such that a2 − a1 = lq, i.e. a2 = a1 + lq and

b2 = b1 − lp.

Theorem 3.3.3. Let p, q > 0 be two integers such that gcd(p, q) = 1. Then there exist

nonnegative integers a, b such that ap+ bq = J , for all J ≥ (p− 1)(q − 1).

Proof. By algebra theory, we know that if gcd(p, q) = 1, then there exists α, β ∈ Z such

that αp+βq = 1. It is clear that one of these coefficients is positive and the other negative.

Therefore, without loss of generality, assume α < 0, β > 0. (There is a similar argument

for the other option). Note that (α − nq)p + (β + np)q = 1 for all n ∈ Z, which shows

that there are infinitely many integer pairs (α, β) satisfying αp + βq = 1. Therefore, let α

be the biggest possible negative integer, and let β be the smallest possible positive integer

satisfying αp+ βq = 1. Clearly, |α| < q, β < p. Denote Jl = (p− 1)(q − 1) + l where l ≥ 0.
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3.3 PRIMITIVE GRAPHS

One can easily verify that

[(l + 1)α− 1]︸ ︷︷ ︸
<0

p+ [(l + 1)β + p− 1]︸ ︷︷ ︸
>0

q = Jl, for all l ∈ N.

Claim: There exist integers a, b ≥ 0 such that ap+ bq = Jl for all l ≥ 0.

(i) We will show this claim by induction. For l = 0, let a = α−1+q and b = β+p−1−p =

β − 1. One can check that a > 0, b ≥ 0 and ap+ bq = J0. Hence, the result follows.

(ii) Assume that there exist a, b ≥ 0 such that ap+ bq = Jl, for l ∈ N.

(iii) We will show that this is true for l + 1, too. We know ap+ bq = Jl for some a, b ≥ 0

by induction hypothesis. Then we have

(a+ α)p+ (b+ β)q = (ap+ bq) + (αp+ βq) = Jl + 1 = Jl+1.

If a + α ≥ 0, then we let ã = a + α ≥ 0 and b̃ = b + β > 0 and the result follows. If

a+α < 0, then a+α+q > 0 since |α| < q. One can easily check that 0 < a+α+q < q.

Let ã = a+α+ q > 0 and b̃ = b+ β − p. Then we have ãp+ b̃q = Jl+1. If b̃ ≥ 0, then

the result follows:

b+ β − p =
Jl − ap

q
+ β − p

=
(p− 1)(q − 1) + l − ap+ βq − pq

q

=
pq − p− q + 1 + l − ap+ 1− αp− pq

q

=
l + 2− p− q − p(a+ α+ q)

q

>
l + 2− p− q + pq

q
=
l + 1 + (p− 1)(q − 1)

q

=
Jl+1

q
> 0.
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Hence, there exists integers a, b ≥ 0 such that ap+ bq = Jl for all l ∈ N.

Remark 3.3.4. The equation ap + bq = J − 1 = (p − 1)(q − 1) − 1 has no solution in

positive integers! To see this, on the contrary, suppose there exist nonnegative integers a, b

such that ap + bq = pq − p − q. It follows that pq = (a + 1)p + (b + 1)q, which implies

q|(a + 1) and p|(b + 1) since gcd(p, q) = 1. Hence, a + 1 > q and b + 1 > p. Then

pq = (a+ 1)p+ (b+ 1)q > pq + pq = 2pq a contradiction.

Proposition 3.3.5. Let Vn = {1, 2, . . . , n} be a set of n vertices and let E ⊆ Vn × Vn be a

collection of edges such that the directed graph G = (Vn, E) consists of two cycles, each of

length p and q, that are joined by a common path of length L ≥ 0. Then G is primitive if

and only if gcd(p, q) = 1.

Proof. Let G be a directed graph on n vertices, with 2 cycles, each of length p and q, that

are joined by a common path of length L ≥ 0. Note that n = p+ q − L− 1. Assume that

G is primitive. Then, for each pair of vertices (i, j) ∈ Vn × Vn, there exists a path of length

m, for some m ∈ N.

Case 1: Assume that the cycles of the primitive graph G are joined by a common path of

length L = 0, i.e. by a vertex. Then such a graph will look like the following graph:

•
i0

•44iiii
•
cycle of length p

55kkk

•
i

•�� �
��

������
•jj UUUU

•
cycle of length q

ii SSS

•
j

•��
&&&

��&&&&

For every pair of vertices (i, j) ∈ Vn × Vn, there exists a path of length m = index(P1). To

get a path of a given length from i to j, one has to go through the cycles as many times as

needed.

(i) If i = j = i0 (vertex in common), then to get a path of length m from i to itself, there
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exist α ≥ 0, β ≥ 0 such that

αp+ βq = m with 1 ≤ p, q ≤ n.

One can check that even when i = j 6= i0, then again there exist nonnegative integers

α, β such that αp+ βq = m.

(ii) If i = i0 and j 6= i0 is in one of the cycles, then to get a path of length m from i to j

there exists α ≥ 0, β ≥ 0 such that

αp+ βq + j = m with 1 ≤ j ≤ max{p− 1, q − 1}.

(iii) If i 6= i0 is in the cycle of length p and j = i0, then to get a path of length m from i

to j there exists α ≥ 0, β ≥ 0 such that

(p− i) + αp+ βq = m with 1 ≤ p− i ≤ p− 1.

Similarly, if i 6= i0 is in the cycle of length q, one would have

(q − i) + αp+ βq = m with 1 ≤ q − i ≤ q − 1.

(iv) If i 6= i0, j 6= i0 and i 6= j, then there are two possible cases:

(1) If i and j are in different cycles, say i is in the cycle of length p and j in the

other one, then to get a path of length m from i to j there exist α ≥ 0, β ≥ 0

such that

(p− i) + αp+ βq + j = m with 2 ≤ p− i+ j ≤ p− 1 + q − 1.

One can argue similarly when i and j reverse the roles.
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(2) If both i and j are in the same cycle, say in the cycle of length p, and are

positioned as i0 → i→ j → i0, then to get a path of length m from i to j there

exist α ≥ 0, β ≥ 0 such that

(j − i) + αp+ βq = m with 1 ≤ j − i ≤ p− 1.

If they are positioned as i0 → j → i→ i0, then one would have

(p− i+ j) + αp+ βq = m with 1 ≤ p− i+ j ≤ p− 1.

One can argue similarly when both i and j are in the other cycle.

To generalize, for a path of length m from i to j, there exists α ≥ 0, β ≥ 0 such that

αp+ βq + k = m with 0 ≤ k ≤ n.

Rewrite this result as alp+ blq + k = m, for some nonegative integers al, bl and 0 ≤ k ≤ n.

Then we have

(∗) alp+ blq = m− k = K with m− n ≤ K ≤ m.

Since G is primitive, then there exist a path of length m+ 1,m+ 2, . . . from i to j, for all

i, j ∈ Vn. Hence, we have

alp+ blq = K

al+1p+ bl+1q = K + 1

(al+1 − al)p+ (bl+1 − bl)q = 1.

It follows that gcd(p, q) = 1.

Case 2: Assume that the cycles of the primitive graph G are joined by a common path of
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length L > 0. Then such a graph can be considered as a graph of two cycles with a common

vertex as the figure shows:

•
jq = i0 = ip

•OO

•OO

•

•
il
OO

•&&
MMMMM

•
xxqqqqq

•xx qqqqq

•
&&MMMMM

ks +3 •
jq = i0 = ip

•GG
�����

•GG
����

•

•
il
GG�����
•��

*****

•
uukkkkk

•WW /////

•WW ////

•

•
jl
WW/////

•

 �����

•
))SSSSS

Hence, one can straightforwardly verify that gcd(p, q) = 1 by using similar arguments as in

Case 1. One can easily verify that the converse is true by reversing the arguments of the

proof.

Remark 3.3.6. (i) Let G be a directed graph on n vertices consisting of 2 cycles, each of

length p and q, that are joint by a common path of length L ≥ 0. Note that such a graph G

contains p+ q − L = n+ 1 edges.

Conversely, if G is a primitive graph that contains (n + 1) edges, then G contains exactly

two cycles described as above: Being a primitive graph, G should have at least two cycles,

and being a graph with only (n+ 1) edges, G cannot have more than two cycles.

This result shows that primitive graphs on n vertices that contain only (n+ 1) edges are the

simplest form of primitive graphs. The more complicated the primitive graphs are, the more

edges they contain, the shorter the length of paths becomes for every pair of vertices.

(ii) A primitive graph on 2 vertices is just the trivial one, i.e.

•
1

"" •
2

!!
aa or •

1
•
2

!!
bbaa

there exists a path of length 2 for every pair of vertices. Hence, when speaking of primitive
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graphs on n vertices, we will always assume that n ≥ 3.

Theorem 3.3.7. Let Vn = {1, 2, . . . , n}, E ⊆ Vn×Vn for n ∈ N, and let P1 = {Eij
∣∣ (i, j) ∈

E } be a collection of some matrix units Eij. If G(P1) = (Vn, E) is a primitive graph

consisting of 2 joined cycles, each of length p and q, then

index(P1) = n+ (p− 1)(q − 1).

Proof. Let P1 = {Eij
∣∣ (i, j) ∈ E } be a collection of matrix units Eij such that G(P1) is

a primitive graph consisting of 2 cycles, each of length p and q. By Proposition 3.2.1,

we know that index(P1) exists, since its graph is primitive. Assume index(P1) = m for

some m ∈ N, i.e. there exists a path of (least) length m for every pair of vertices (i, j) ∈

Vn × Vn. By Proposition 3.3.5, we have gcd(p, q) = 1. Recall the result (∗) from the proof

of Proposition 3.3.5: There exist nonnegative integers a, b such that

ap+ bq = K with m− n ≤ K ≤ m,

where m = index(P1). Since gcd(p, q) = 1, then by Theorem 3.3.3 ap+ bq = K has solution

in nonnegative integers if and only if K ≥ (p − 1)(q − 1). It follows that index(P1) =

n+ (p− 1)(q − 1).

Corollary 3.3.8. Let P1 = {E12, E23, . . . , E(n−1)n, En1, En2} be the collection of matrix

units of the Wielandt matrix. Then index(P1) = (n− 1)2 + 1.

Proof. One can easily realize that the graph of P1 consists of two cycles of length n and

(n− 1), that are joined by a path of length (n− 2).

•
2

•3OO
•4OO

•n−1

•nOO

•1��
<<<<<<<

�� �������

&&
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Since gcd(n, n − 1) = 1, then the graph of P1 is primitive. It follows that the spanning

index of P1 exists. By Theorem 3.3.7 we have

index(P1) = n+ (n− 1)(n− 2) = (n− 1)2 + 1.

Corollary 3.3.9. Let P1 be a collection of (n+ 1) matrix units such that its directed graph

G(P1) is primitive. Then index(P1) ≤ (n− 1)2 + 1.

Proof. Since G(P1) is a primitive graph with (n+ 1) edges, then by Proposition 3.3.5 and

Remark 3.3.6, we know that G(P1) contains two cycles of length p and q joined by a path

of length l ≥ 0, with gcd(p, q) = 1. Hence, index(P1) = n + (p − 1)(q − 1). Using calculus

and n = p + q − L − 1, one can easily show that n + (p − 1)(q − 1) ≤ (n − 1)2 + 1 for all

n > 2.

This corollary shows that the Conjecture 3.1.1 is true for these kinds of sets P1, whose

graphs are primitive. The more entries P1 contains, the smaller the spanning index we ob-

tain. For such P1, the real problem stands when we divide these matrix units into 2 groups,

add them up into 2 matrices, and form P̃1, we get index(P1) ≤ index(P̃1) by Proposition

3.1.6. We don’t know yet for sure, whether this spanning index of P̃1 is less than n2. We

conjecture this is true. In the following section, we will illustrate this idea with some ex-

amples.
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3.4 Wielandt Matrices’ Decomposition

and Jordan Canonical Form of Matrices

Let W = E12 + E23 + · · ·+ E(n−1)n + En1 + En2 ∈ Mn be the Wielandt matrix. We know

that W is a primitive matrix and Wm is entrywise-positive for all m ≥ (n− 1)2 + 1.

In Corollary 3.3.8, we have shown that if P1 is the collection of Wielandt matrix units

separately, then the spanning index of P1 is (n− 1)2 + 1.

We will rewrite P1 as a collection of two matrices, say Q1 = {A,B}, with A = E12 +E23 +

· · · + E(n−1)n and B = En1 + En2 such that W = A + B. Note that An = 0 and B2 = 0.

The computations shown in the following table, will be used to construct the matrices of

length m of Q1, m ∈ N.

Matrices of length (·) using A and B

A = E12 + E23 + · · ·+ E(n−1)n B = En1 + En2

A2 = E13 + E24 + · · ·+ E(n−2)n BA = En2 + En3

A3 = E14 + E25 + · · ·+ E(n−3)n BA2 = En3 + En4

...
...

An−2 = E1(n−1) + E2n BAn−2 = En(n−1) + Enn

An−1 = E1n BAn−1 = Enn

An = 0 BAn = 0

A = E12 + E23 + · · ·+ E(n−1)n BAiB = 0, 0 ≤ i ≤ n− 3

AB = E(n−1)1 + E(n−1)2 BAn−2B = BAn−1B = B

A2B = E(n−2)1 + E(n−2)2 BAnB = 0

... (BAn−2)i = BAn−2, i ∈ N

An−2B = E21 + E22 (BAn−2)(BAj) = BAj , j ∈ N

An−1B = E11 + E12 (BAn−1)k = BAn−1, k ∈ N

AnB = 0. (BAn−1)(BAl) = BAl, l ∈ N.
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Note that the matrices BAi, 0 ≤ i ≤ n − 1, are matrix units or sum of matrix units

that span the nth row of any matrix in Mn. One can easily verify that

span{BAi : 0 ≤ i ≤ n− 1} = span{Enj : 1 ≤ j ≤ n}.

Both A and B are sums of matrix units. For a fixed m ∈ N, the product of m such matrices

can be a matrix unit or a sum of matrix units as the table shows. Given Q1 = {A,B}, we

compute Q2 = {A2, AB,BA}, Q3 = {A3, A2B,ABA,BA2} and in general

Qm =

{
X(m) =

m∏
i=1

Xi : Xi = A, B

}
.

One can notice that the elements of Qm are sums of matrix units. There exists m ∈ N such

that at least one element X(m) ∈ Qm is a matrix unit. One can inductively show that Qm

contains the first matrix unit at m = n− 1, i.e. An−1 = E1n ∈ Qn−1.

In fact, Qn−1 is the first set that contains n matrices with just one nonzero row. For each

1 ≤ i ≤ n, there is just one matrix in Qn−1 whose ith row is nonzero. Thus, by using the

table information, we have:

Qn−1 = {An−1, An−2B,An−3BA, . . . , ABAn−3, BAn−2}.

It is easy to check that Qn = A · Qn−1 ∪ B · Qn−1 will contain n + 1 matrices with just

one nonzero row. For each 1 ≤ i ≤ n − 1, there is just one matrix in Qn whose ith row is

nonzero, and there are 2 matrices whose nth row is nonzero, specifically Enn = BAn−1 and

B = BAn−2B = En1 + En2.

Observe that, at the initial step Q1 = {A,B} contains only one element which consists
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of matrix units that lie the nth row, i.e.

B = En1 + En2 ∈ Q1.

Then, at the nth place after (n− 1) steps, besides the other elements, Q(n−1)+1 contains 2

matrices which consist of matrix units that lie in the nth row, i.e. we have

BAn−1 = Enn and B = (BAn−2)B = En1 + En2 ∈ Q(n−1)+1.

Using the table information, one can obviously see that BAn−1 = Enn and

B = (BAn−2)B = En1 + En2 will be repeated again after (n− 1) more steps, since

BAn−1 = (BAn−2)︸ ︷︷ ︸
(n−1)

(BAn−1) = Enn and B = (BAn−2)︸ ︷︷ ︸
(n−1)

(BAn−2)B = En1 + En2.

Moreover, at this step we obtain a third matrix which consists of matrix units that lie in

the nth row,

BAn−2 = (BAn−1) (BAn−2)︸ ︷︷ ︸
(n−1)

= En(n−1) + Enn ∈ Q2(n−1)+1.

Thus, one can check that Q2(n−1)+1 contains 2n + 1 matrices with just one nonzero row.

For each 1 ≤ i ≤ n − 1 there are two matrices in Q2(n−1)+1 whose ith row is nonzero, and

there are three matrices which consist of matrix units that lie in the nth row.

As a result, after each group of (n − 1) steps, we obtain one more matrix with just one

nonzero row, for each row. It follows that after (n − 1)2 steps, Q(n−1)2+1 will contain

(n− 1) matrices whose ith row is nonzero for all 1 ≤ i ≤ n− 1 and Q(n−1)2+1 will contain n

matrices which consist of matrix units that lie in the nth row. More specifically, Q(n−1)2+1

will contain all BAi, 0 ≤ i ≤ n − 1, since each matrix BAi can be written as a matrix of
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length (n− 1)2 + 1 using initial matrices A and B. We have

BAi =


(BAn−1)n−1−i(BAn−2)i−1BAi, 1 ≤ i ≤ n− 1

(BAn−2)n−1B, i = 0

where each matrix BAi is of length

n(n− 1− i) + (n− 1)(i− 1) + (i+ 1) = (n− 1)2 + 1 for all 1 ≤ i ≤ n− 1.

The case i = 0 is clear. We know that span{BAi : 0 ≤ i ≤ n− 1} = span{Enj : 1 ≤ j ≤ n},

therefore we can equivalently say that Q(n−1)2+1 contains all matrix units of nth row. This

is the first place, where all these matrix units happen to occur at the same time.

Theorem 3.4.1. Let A = E12 + E23 + · · · + E(n−1)n, B = En1 + En2 in Mnand let Q1 =

{A,B}. Then index(Q1) = (n− 1)2 + n.

Proof. Firstly, we know that besides the other elements, Q(n−1)2+1 contains all n matrix

units of the nth row, i.e. En1, En2, . . . , En(n−1), Enn ∈ Q(n−1)2+1. Next, we compute

Q(n−1)2+2 = Q1 · Q(n−1)2+1 = Q(n−1)2+1 · Q1.

Besides the other elements, Q(n−1)2+2 contains all matrix units that span the (n−1)th row,

A · {En1, En2, . . . , En(n−1), Enn} = {E(n−1)1, E(n−1)2, . . . , E(n−1)(n−1), E(n−1)n},

and all matrix units that span the nth row,

{En1, En2, . . . , En(n−1), Enn} · Q1 = {En1, En2, . . . , En(n−1), Enn}.

Hence, Q(n−1)2+2 contains all the matrix units that span the last 2 rows of any matrix in
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Mn. Note that there might be other matrices of length (n− 1)2 + 2 that yield these results.

In a similar way, we have

Q(n−1)2+3 = Q1 · Q(n−1)2+2 ∪Q(n−1)2+2 · Q1.

Besides other elements, Q(n−1)2+3 contains all matrix units that span the (n− 2)th row,

A · {E(n−1)1, E(n−1)2, . . . , E(n−1)(n−1), E(n−1)n}

= {E(n−2)1, E(n−2)2, . . . , E(n−2)(n−1), E(n−2)n},

all matrix units that span the (n− 1)th row,

{E(n−1)1, E(n−1)2, . . . , E(n−1)(n−1), E(n−1)n} · Q1

= {E(n−1)1, E(n−1)2, . . . , E(n−1)(n−1), E(n−1)n},

and all matrix units that span the nth row,

{En1, En2, . . . , En(n−1), Enn} · Q1 = {En1, En2, . . . , En(n−1), Enn}.

Hence, Q(n−1)2+3 contains all matrix units that span the last 3 rows of any matrix in Mn.

Note that we obtain all the matrix units of a new row in every step. Therefore, after (n−1)

steps, Q(n−1)2+1+(n−1) = Q(n−1)2+n will contain all the matrix units Eij , 1 ≤ i, j ≤ n.

As a result, we conclude that index(Q1) = (n− 1)2 + n.

Remark 3.4.2. (1) If P1 is the collection of Wielandt matrix units, then index(P1) =

(n− 1)2 + 1 as we have shown in Corollary 3.3.8. If we divide these matrix units into two

groups and form Q1 = {A,B} with A = E12 +E23 + · · ·+E(n−1)n and B = En1 +En2, then

index(Q1) = (n − 1)2 + n = index(P1) + (n − 1) as shown in the theorem above. In fact,
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we claim that any set Q1 = {A,B} of two elements such that A+ B = W is the Wielandt

matrix, has a finite spanning index which is bounded by

(n− 1)2 + 1 ≤ index(Q1) ≤ (n− 1)2 + n.

The first inequality (n− 1)2 + 1(= index(P1)) ≤ index(Q1) is obvious by Proposition 3.1.6

and Corollary 3.3.8. The second inequality index(Q1) ≤ index(P1) + (n− 1) = (n− 1)2 +n

depends on the grouping of Wielandt matrix units. The grouping we discussed in Theo-

rem 3.4.1 is the one that appears to give the biggest possible spanning index among all sets

of two elements whose sum yields the Wielandt matrix, because the matrix A vanishes at

the nth step which makes the process of obtaining matrix units slower, and B associated

with any A gives mostly the sum of matrix units. On the other hand, any other choice of

matrices we can have will give matrix units at a lower level most of the time, which will

likely lead to a smaller spanning index.

(2) If P1 is a collection of (n + 1) matrix units whose graph is primitive and AP1 is its

adjacency matrix, then index(P1) ≤ (n− 1)2 + 1 by Corollary 3.3.9. By following the same

arguments as done in the case of the Wielandt matrix units, we conclude that the spanning

index of any set Q1 = {A,B} of any two elements whose sum gives the primitive matrix

AP1 is bounded by index(P1) ≤ index(Q1) ≤ index(P1) + (n− 1).

(3) Note that when a set P1 of a finite spanning index, contains only (n+ 1) matrix units,

then any grouping of the given matrix units will yield a finite spanning index of the new

formed set, as shown in the above facts (1) and (2).

But this is not true for sets P1 of finite spanning index that contain more than (n + 1)

matrix units (look at Remark 3.1.7 for a counterexample).

To summarize, a set P1 should contain at least (n + 1) matrix units and their sum
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should add up to a primitive matrix AP1 . The more matrix units are involved, the smaller

is the primitivity index of their sum matrix. Depending on the grouping of matrix units,

the spanning index of Q1 = {A,B} with A+B = AP1 , if exists, is bounded as

index(P1) ≤ index(Q1) ≤ index(P1) + n.

Another example we want to consider, is Jordan Canonical Form of Matrices. Let P1 be a

set of 2 matrices (worst case), where for simplicity we’ll use the Jordan canonical form of one

of them, and the other being transformed appropriately. Still, to make easier, let consider

the trivial Jordan form of matrix, i.e. a diagonal matrix, and the cyclic forward shift ma-

trix. So, let P1 = {D1, S}, where D1 =



d1 0

d2

. . .

0 dn


6= 0, and S =



0 0 · · · 1

1
. . .

. . .
...

...
. . .

. . . 0

0 · · · 1 0


.

Note that Sn = In, the identity matrix in Mn. One can easily verify the following facts:

(i) The matrices of length m in Pm containing n times the cyclic forward shift matrix S

(or multiple of n times), will be always diagonal matrices.

(ii) In a similar way, the matrices of length m in Pm containing i times the shift matrix

S, where 1 ≤ i < n, (or the number of the repeated shift matrix equivalent to i in

modulo n), will be matrices of the form Si.

We begin with one diagonal matrix D1 and one shift matrix S in P1. Note that Pn is the

first set to contain 2 diagonal matrices, Dn
1 and Sn = In. Therefore, the first diagonal

matrices, different from the powers of D1 and the identity In, happen at (n+ 1)th place.

It goes as follows:

D1S
n = SnD1 = diag(d1, d2, . . . , dn) = D1
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SD1S
n−1 = diag(dn, d1, d2, . . . , dn−1) = D2

S2D1S
n−2 = diag(dn−1, dn, d1, d2, . . . , dn−3) = D3

...

Sn−2D1S
2 = diag(d3, d4, . . . , dn, d1, d2) = Dn

Sn−1D1S = diag(d2, d3, d4, . . . , dn, d1) = Dn.

Case I:

If the initial diagonal matrix D1 is given by

D1 = diag(1, ω, ω2, . . . , ωn−1) =



1 0

ω

. . .

0 ωn−1


,

where ω is the primitive nth root of unity with ωn = 1, then all the above matrices of length

(n+ 1) would be equivalent in the following sense:

D1 = ωD2 = · · · = ωn−1Dn.

Hence, Pn+1 contains only one diagonal matrix D1 = Dn+1
1 . As a result, we conclude that

Pm with m ∈ N will always contain only one diagonal matrix, specifically

Dm
1 =


Di

1, m ≡ i mod n

In, m ≡ 0 mod n

.

This shows that such a choice of matrices can not lead to a spanning of all diagonal matri-

ces. There is a similar situation for the matrices of form Si. It follows that the spanning

index of P1 does not exist in this case.
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Even if we begin with a nonzero scalar multiple of such a diagonal matrix, say D̃1 = αD1

and α 6= ω, then one can calculate that D̃m
1 =


αmDi

1, m ≡ i mod n

αmIn, m ≡ 0 mod n

.

It follows that Pm will always contain only one diagonal matrix, specifically a power of D̃1

or the identity matrix. As a result, no spanning can occur.

Case II:

If all diagonal entries of D1 are the same, i.e. D1 = aIn is a multiple of the identity matrix,

then Pm will always contain only one diagonal matrix, basically a multiple of identity. Sim-

ilarly, one can argument for matrices of the form Si, 1 ≤ i ≤ n. It follows that no spanning

can occur under these conditions.

Case III:

We will assume that the initial diagonal matrix D1 contains at least 2 different diagonal

entries. Then Pn+1 will contain n different diagonal matrices, which span the set of diagonal

matrices. Similarly, one can show that Pn+1 contains n different matrices of the form Si,

which span the set of the matrices of the form Si for each i.

Given A = (aij) ∈Mn, one can we write A as A = DA + S1
A + S2

A + · · ·+ Sn−1
A , where

DA =



a11 0

a22

. . .

0 ann


, S1

A =



0 0 · · · a1n

a21
. . .

. . .
...

...
. . . 0

0 · · · an(n−1) 0


,
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S2
A =



0 · · · · · · a1(n−1) 0

0
. . . a2n

a31
. . .

. . .
...

...
. . .

. . .
. . .

...

0 · · · an(n−2) 0 0


, . . . , Sn−1

A =



0 a12 · · · 0

0
. . .

. . .
...

...
. . . a(n−1)n

an1 · · · 0 0


.

It follows that span(Pn+1) = Mn.

3.5 Some Results and Applications

Let P1 = {A1, A2, . . . , Al} be a finite set of matrices in Mn. Recall the matrix-vector

correspondence shown in Section 2.2.3: if X ∈Mn is a scalar matrix written in terms of its

columns as X =

[
x1 x2 · · · xn

]
with xi ∈ Cn, then the vector vec(X) =



x1

x2

...

xn


∈ Cn⊗Cn

is called the vectorization ofX. Hence, every matrix Ai ∈ P1 corresponds to its vectorization

vec(Ai) ∈ Cn
2
. We set

VP1 =

[
vec(A1) vec(A2) · · · vec(Al)

]
∈Mn2,l

and call VP1 the vectorization matrix of P1.

Proposition 3.5.1. Let P1 = {A1, A2, . . . , Al} ⊆ Mn be a finite set, Pm be the set of

matrices of length m of P1, Vm = span(Pm) and VPm be the vectorization matrix of Pm for

any m ∈ N. Then dim(Vm) = rank(VPm).

Proof. Assume dim(Vm) = k with k ≤ n2. It follows that there exists k linearly independent

matrices of length m of P1, say A
(m)
e ∈ Pm with 1 ≤ e ≤ k, whose linear spanning yields
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Vm. One can easily verify that the linearly independence of these matrices A
(m)
e ’s with

1 ≤ e ≤ k implies the linearly independence of their vectorizations vec(A
(m)
e )’s and vice-

versa. Therefore the rank of the vectorization matrix VPm is equal to the number of linearly

independent columns of itself. As a result, we conclude dim(Vm) = rank(VPm).

Corollary 3.5.2. Let P1 = {A1, A2, . . . , Al} ⊆Mn be a finite set, Pm be the set of matrices

of length m of P1, Vm = span(Pm) and VPm be the vectorization matrix of Pm for some

m ∈ N. Then Vm = Mn if and only if rank(VPm) = n2.

Let φ : Mn → Mn be a linear map. This map can be represented by its Choi matrix

Cφ = (φ(Eij)), where {Eij} are the canonical matrix units of Mn (see Subsection 1.4.2).

Recall that the map φ is called completely positive provided that the natural extension

φ(m) : Mm⊗Mn →Mm⊗Mn given by φ(m)((Aij)) = (φ(Aij)) is positive for all m ∈ N (see

Section 1.3).

Given a finite set P1 = {A1, A2, . . . , Al} ⊆Mn, we define a map φ : Mn →Mn by

φ(X) =
l∑

i=1

AiXA
∗
i .

One can easily verify that φ is a completely positive linear map. By Theorem 1.3.1, P1 is

referred as the family of Kraus operators for the map φ.

Proposition 3.5.3. Let P1 = {A1, A2, . . . , Al} be a finite set of matrices in Mn and let φ be

its corresponding completely positive map given by φ(X) =
∑l

i=1AiXA
∗
i . Then rank(Cφ) =

dim(V1), where V1 = span(P1).

Proof. Let’s assume that the dimension of V1 is equal to k for some 1 ≤ k ≤ l. By

Proposition 3.5.1, we have that dim(V1) = rank(VP1), where

VP1 =

[
vec(A1) vec(A2) · · · vec(Al)

]
.
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Now consider the completely positive map φ : Mn → Mn given by φ(X) =
∑l

i=1AiXA
∗
i .

One can easily verify that

(ArEijA
∗
r) = vec(Ar)vec(Ar)

∗ for all 1 ≤ r ≤ l.

Then the Choi matrix of φ is equal to

(φ(Eij)) =

(
l∑

r=1

ArEijA
∗
r

)
=

l∑
r=1

vec(Ar)vec(Ar)
∗

=

[
vec(A1) vec(A2) · · · vec(Al)

]


vec(A1)∗

vec(A2)∗

...

vec(Al)
∗


= VP1V

∗
P1
.

It follows that rank(Cφ) = rank(VP1). As a result, we have rank(Cφ) = dim(V1).

For a given finite set P1 = {A1, A2, . . . , Al} ⊆ Mn and its corresponding completely

positive map φ(X) =
∑l

i=1AiXA
∗
i , consider the composition of the map φ with itself.

Then we have φ2 = φ ◦ φ : Mn →Mn given by

φ2(X) = φ(φ(X))

=

l∑
i=1

Aiφ(X)A∗i

=
l∑

i=1

Ai(
l∑

j=1

AjXA
∗
j )A

∗
i

=

l∑
i,j=1

(AiAj)X(AiAj)
∗.

Note that AiAj ∈ P2 for all 1 ≤ i, j ≤ l. Thus, the composition of the completely positive
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map φ with itself, φ2 : Mn →Mn, is defined by

φ2(X) =
∑

A(2)∈P2

A(2)XA(2)∗,

with repetitions allowed and A(2) is a matrix of length 2.

Inductively, given a finite set P1 ⊆ Mn and its corresponding completely positive map

φ(X) =
∑

A∈P1
AXA∗, the composition of this map with itself m times

φm = φ ◦ φ ◦ · · · ◦ φ︸ ︷︷ ︸
m times

: Mn →Mn

is defined by

φm(X) =
∑

A(m)∈Pm

A(m)XA(m)∗,

with repetitions allowed and A(m) ∈ Pm is a matrix of length m.

Corollary 3.5.4. Let P1 = {A1, A2, . . . , Al} be a finite set of matrices in Mn and let φ be

its corresponding completely positive map given by φ(X) =
∑l

i=1AiXA
∗
i . If Pm is the set

of matrices of length m of P1, Vm = span(Pm), φm the composition of the map φ m times

and Cφm is its Choi matrix, then rank(Cφm) = dim(Vm).

Proposition 3.5.5. Let P1 = {A1, A2, . . . , Al} be a finite set of matrices in Mn and let φ

be its corresponding completely positive map. If Pm is the set of matrices of length m of P1,

φm the composition of the map φ m times and Cφm is its Choi matrix, then index(P1) = m

if and only if rank(Cφm) = n2.

Proof. Use Corollaries 3.5.2 and 3.5.4.

Remark 3.5.6. For a given finite set P1 ⊆Mn with finite spanning index, say index(P1) =

m < +∞, we know that Vm = span(Pm) = Mn implies that Vm+1 = Mn by Proposi-
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tion 3.1.3. By using the results of Proposition 3.5.5, we deduce that rank(Cφm) = n2

implies that rank(Cφm+1) = n2.

Lemma 3.5.7. Let P1 = {A1, A2, . . . , Al} and S be an invertible matrix in Mn. Set

P̃1 = S−1P1S = {S−1A1S, S
−1A2S, . . . , S

−1AlS} and P∗1 = {A∗1, A∗2, . . . , A∗l }.

Then, if it exists, index(P1) = index(P̃1) = index(P∗1 ).

Proof. We will show index(P1) = index(P̃1). Note that P̃m = S−1PmS, m ∈ N. The linear

independence of matrices of length m in Pm will not be changed if we left-multiply these

matrices by S−1 and right-multiply by S. It follows that the number of linearly independent

matrices in P̃m will be the same as in Pm, for each m. Hence, the result follows.

We will leave to the reader to check the other identity index(P1) = index(P∗1 ).

Let P1 = {A1, A2, . . . , Al} be a set of matrices in Mn such that index(P1) < +∞. Then

one can easily verify that P =
∑l

i=1AiA
∗
i is a positive definite matrix with rank(P ) = n,

i.e. P is invertible. Note that if
∑l

i=1AiA
∗
i = In, then the map φ : Mn → Mn given

by φ(X) =
∑l

i=1AiXA
∗
i becomes a quantum channel, i.e. a trace-preserving completely

positive map.(see Section 1.3).

Proposition 3.5.8. Let P1 = {A1, A2, . . . , Al} be a finite set of matrices in Mn such that∑l
i=1AiA

∗
i is invertible, and let φ : Mn →Mn be its corresponding completely positive map.

Then there exists an invertible matrix S ∈ Mn such that for Ãi = S−1AiS with Ai ∈ P1,

the map φ̃(X) =
∑l

i=1 ÃiXÃ
∗
i is a quantum channel if and only if φ has a fixed point of

full rank.

Proof. Assume that there exists an invertible matrix S ∈Mn such that Ãi = S−1AiS with

Ai ∈ P1 and φ̃(X) =
∑l

i=1 ÃiXÃ
∗
i is a quantum channel. Then we have

In = φ̃(In) =

l∑
i=1

ÃiÃ
∗
i
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=

l∑
i=1

(S−1AiS)(S−1AiS)∗

=
l∑

i=1

S−1AiSS
∗A∗i (S

−1)∗

= S−1

(
l∑

i=1

Ai(SS
∗)A∗i

)
(S−1)∗.

It follows that SS∗ =
∑l

i=1Ai(SS
∗)A∗i = φ(SS∗). Hence, φ has a fixed point of full rank,

since SS∗ is invertible. The converse is similar.

Recall the brief description of Matrix Product States (MPS) given in Section 1.5 and

their representations [25]. It is already known in Quantum Information Theory that any

translationally invariant MPS ξ of N spins on some n-dimensional virtual Hilbert spaces H

that are connected to the real physical l-dimensional spaces through a map, is defined by a

family of Kraus operators P1 = {A1, A2, . . . , Al} such

ξ =
∑

i1,...,iN

tr(Ai1 · · ·AiN )ei1 ⊗ · · · ⊗ eiN ∈ C
N ⊗ Cn,

where eij are the orthonormal basis for each n-dimensional Hilbert space H ∼= Cn.

Let φ : Mn → Mn be the completely positive map given by φ(X) =
∑

A∈P1
AXA∗.

Since the Kraus operators of the completely positive map φ are uniquely determined up

to unitaries, it follows that φ determines the MPS up to local unitaries in the physical

system(for more details see [25]). This property associated to Kraus operators gives nice

classifications of the corresponding completely positive maps.
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Let ΓL : Mn → Cm ⊗ Cn be the map given by

ΓL(X) =
∑

i1,...,iL

tr(XAi1 . . . AiL)ei1 ⊗ · · · ⊗ eiL .

Recall the inner product of two matrices A,B ∈Mn from matrix theory

〈A,B〉 =

n∑
i,j=1

aij b̄ij = tr(AB∗).

Assume that index(P1) = m < +∞. We claim that Γm is one-to-one:

Let X ∈Mn such that Γm(X) = 0. This implies that each entry of the vector Γm(X) is 0,

i.e. tr(XAi1Ai2 . . . Aim) = 0 for all Ai1Ai2 . . . Aim ∈ Pm. For the sake of notations we write

A(m) = Ai1Ai2 . . . Aim ∈ Pm. Thus, we have

tr(XA(m)) = 0 for all A(m) ∈ Pm if and only if 〈X, (A(m))∗〉 = 0 for all (A(m))∗ ∈ P∗m,

if and only if X ⊥ (A(m))∗ for all (A(m))∗ ∈ P∗m,

if and only if X ⊥ V∗m = span(P∗m).

Since Vm = span(Pm) = Mn, then by Lemma 3.5.7 we have V∗m = Mn. It follows that

X = 0 and therefore, Γm is one-to-one. We know that if (Vm) = Mn, then Vm+1 = Mn too.

This implies that the map Γm+1 is one-to-one.

119



Bibliography

[1] W. Arveson, Subalgebras of C∗-algebras, Acta Math., 123(1969), 141-224.

[2] W. Arveson, Subalgebras of C∗-algebras II, Acta Math., 128(1972), 271-308.

[3] M. D. Choi, Completely positive linear maps on complex matrices, Linear Alg. and Its

Applications, 10(1975), 285-90.

[4] M. D. Choi and E.G. Effros, Injectivity and operator spaces, J. Funct. Anal. 24(1977),

156-209.

[5] D. Chruscinki and A. Kossakowski, On partially entanglement breaking channels, Open

Sys. Information Dyn. 13(2006), 1726.

[6] J. B. Conway, A Course in Functional Analysis, 2nd edition, Springer-Verlag, New

York, 1990.

[7] Edward G. Effros and Zhong-jin Ruan, On the abstract characterization of operator

spaces, Proc. Amer. Math. Soc., 119(2)(1993), 579-584.

[8] Edward G. Effros and Zhong-Jin Ruan, Operator Spaces, London Mathematical Society

Monographs New Series 23, Oxford University Press, 2000.

[9] M. Fannes, B. Nachtergaele and R. W. Werner, Finitely correlated states on quantum

spin chains, Commun. Math. Phys. 144(1992), 443-490.

120



BIBLIOGRAPHY

[10] I. M. Gelfand and M. A. Naimark, On the imbedding of normed rings into the ring of

operators on a Hilbert space, Math. Sbornik, 12(1943).

[11] Roger A. Horn and Charles R. Johnson, Matrix Analysis, Cambridge University Press,

1985.

[12] R. Horodecki, P. Horodecki, M. Horodecki, K. Horodecki, Quantum Entanglement,

arXiv:quant-ph/0702225 (February 2007).

[13] M. Horodecki, P. W. Shor and M. B. Ruskai, Entanglement breaking channels, Rev.

Math. Phys. 15(6)(2003), 629-641.

[14] N. Johnston, Partially Entanglement Breaking Maps and Right CP-Invariant Cones,

Unpublished preprint 2008.

[15] R. V. Kadison, A representation theory for commutative topological algebra, Memoirs

of the Amer. Math. Soc., 7, Providence, Rhode Island, 1951.

[16] R. V. Kadison and I. M. Singer, Triangular operator algebras. Fundamentals and hy-

perreducible theory. Amer. J. Math., 82(1960), 227-59.

[17] J. Kraus, States, Effects and Operations, Lecture notes in Physics 190(1983), Springer-

Verlag, Berlin.

[18] Bolian Liu and Hong-Jian Lai, Matrices in Combinatorics and Graph theory, Kluwer

Academic Publishers, 2000.

[19] M. A. Nielsen, I. L. Chuang, Quantum computation and quantum information, Cam-

bridge University Press, 2000.

[20] V. I. Paulsen, Completely Bounded Maps and Operator Algebras, Cambridge Studies

in Advanced Mathematics 78, Cambridge University Press, 2002.

121



BIBLIOGRAPHY

[21] V. I. Paulsen, Every completely polynomially bounded operator is similar to a contrac-

tion, J. Funct. Anal., 55(1984), 1-17.

[22] V.I. Paulsen, Representations of function algebras, abstract operator spaces and Banach

space geometry, J. Funct. Anal., 109(1992), 113-129.

[23] V. I. Paulsen, I. G. Todorov and M. Tomforde, Operator System Structures on Ordered

Spaces, arXiv:math-OA/0904.3783 (April 2009).

[24] V. I. Paulsen and M. Tomforde, Vector spaces with an order unit, Indiana Univ. Math.

J., to appear.

[25] D. Perez-Garcia, F. Verstraete, M. M. Wolf and J. I. Cirac, Matrix Product State

Representations, Quantum Inf. Comput., 7(2007), 401.

[26] Zhong-Jin Ruan, Subspaces of C∗-algebras, J. Funct. Anal., 76(1)(1988), 217-230.

[27] L. Skowronek, E. Stormer and K. Zyczkowski, Cones of positive maps and their duality

relations, arxiv:quant-ph/0902.4877v1, (February 2009).

[28] W. Stinespring, Positive functions on C∗-algebras, Proc. Amer. Math. Soc., 6(1955),

211-6.

[29] B. M. Terhal and P. Horodecki, A Schmidt Number for Density Matrices, Phys. Rev.

A Rapid Communications, 61(2000), 040301.

[30] G. Wittstock, Ein Operatorwertiger Hahn-Banach Satz, J. Funct. Anal., 40(1981), 127-

50.

[31] G. Wittstock, On matrix order and convexity, Functional Analysis: Surveys and Recent

Results, Math. Studies, 90, North-Holland, Amsterdam, (1984), 175-188.

122


	Introduction
	Prologue
	Operator Spaces
	Operator Systems and Completely Positive Maps
	Basics in Quantum Information Theory
	Formulation of Postulates in Language of State Vectors
	Alternate Formulation in Language of Density Matrices
	The Schmidt Number of a Density Matrix

	Motivation and Work

	Universal Operator System Structures On Ordered Spaces
	Preliminaries
	The k-Minimal and the k-Maximal Operator Systems
	The Definition of the k-Minimal Operator System Structure
	The Definition of the k-Maximal Operator System Structure
	The Matricial State Spaces of Ck-max(V) and Ck-min(V)
	Comparisons of Various Structures on a Given Operator System

	The Super k-Minimal and the Super k-Maximal Structures
	k-Partially Entanglement Breaking Maps

	The Spanning Index of a Finite Set of Matrices in Mn
	Introduction
	Matrix Units and Graphs
	Directed Graph Theory

	Primitive Graphs
	Decomposition and Canonical Form of Matrices
	Some Results and Applications

	Bibliography

