
Knowledge as Process: Contextually Cued Attention and
Early Word Learning

Linda B. Smith,a Eliana Colunga,b Hanako Yoshidac

aDepartment of Psychological and Brain Sciences, Indiana University
bDepartment of Psychology and Neuroscience, University of Colorado

cDepartment of Psychology, University of Houston

Received 24 February 2009; received in revised form 24 June 2010; accepted 24 June 2010

Abstract

Learning depends on attention. The processes that cue attention in the moment dynamically inte-

grate learned regularities and immediate contextual cues. This paper reviews the extensive literature

on cued attention and attentional learning in the adult literature and proposes that these fundamental

processes are likely significant mechanisms of change in cognitive development. The value of this

idea is illustrated using phenomena in children’s novel word learning.
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1. Introduction

In her introduction to the 1990 special issue of Cognitive Science, Rochel Gelman asked,

‘‘How is it that our young attend to inputs that will support the development of concepts

they share with their elders?’’ Gelman posed the question in terms of attention, but the

answers offered in that volume were not about attention. Instead, they were about innate

knowledge structures, so-called first or core principles that guide learning in specific know-

ledge domains. In the years since 1990, inspired in part by the highly influential papers in

that special issue, there have been many demonstrations of the remarkable knowledge that

quite young children bring to bear on learning. But there have been very modest advances in

understanding the processes and mechanisms through which that knowledge is realized and

applied to aid learning. Accordingly, in this paper we return to Gelman’s original question:

How do children select the right information for learning?
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We consider this question in the context of how children learn words, one of the topics

also of central interest in the original special issue. We begin by reviewing well-documented

and general mechanisms of attentional learning from the adult literature from the perspec-

tive of their relevance as mechanisms of cognitive development. We then ask—mostly with-

out direct empirical evidence on the answer—what role these known mechanisms might

play in early word learning. Our main goal is to encourage researchers to pursue these

mechanisms as significant contributors to word learning and to cognitive development more

generally. This—taking well-documented mechanisms from one area of research and asking

whether they might apply in another, moving the field toward a more unified understanding

of what might seem at first unrelated domains—should not be contentious. However, the

literature on early word learning is highly contentious (Booth & Waxman, 2002; Cimpian &

Markman, 2005; Smith & Samuelson, 2006) and not in a productive way, as the explana-

tions pitted against each other are not empirically resolvable in a straightforward way.

One word-learning principle, mutual exclusivity, discussed in the original special issue

may help illuminate the problem. The phenomenon, which is not at issue, is this: Given a

known thing with a known name (e.g., a cup) and a novel thing and told a novel name

(‘‘Where is the rif?’’) children take the novel word to refer to the novel object and not the

known one. Markman (1990, p. 66) explained this behavior as follows: ‘‘children constrain

word meaning by assuming at first that words are mutually exclusive—that each object can

have one and only one label.’’ This description summarizes the phenomenon in terms of the

macro-level construct of ‘‘assumptions.’’ This construct, of course, may be unpacked into a

number of micro-level processes, including, as we will propose here, cue competitions. An

account in terms of cue competitions and attention is not in opposition to an account in

terms of assumptions because the two kinds of explanations are at fundamentally different

levels of analysis that answer different questions. The mutual exclusivity assumption as pro-

posed by Markman is a statement about an operating characteristic of the child’s cognitive

system that facilitates word learning. A proposal about cue competitions is a proposal about

the more micro-level mechanisms that may give rise to that operating characteristic. An

analogy helps: One possible account of why someone just ate a cookie is that they are hun-

gry; another possible account is that they ate the cookie because of low levels of leptin and

the release of ghrelin. The second account might be wrong, and the first might well be right;

but the second is not in opposition to the first in any sensible way. Moreover, a choice

between the two cannot be made according to which one better accounts for the macro-level

behavior of eating the cookie. Instead, the relevance of leptin and ghrelin to cookie eating

must be decided in terms of micro-level processes about which the macro-level construct of

hunger makes no predictions.

In what follows, we consider Gelman’s original question of how children might know to

attend to the right properties for learning by considering contemporary evidence on atten-

tional mechanisms and then asking whether these mechanisms might play a role in enabling

children to attend to the right information for learning words. The evidence suggestive of a

role for cued attention in word learning is primarily at a macro level. Accordingly, we next

discuss the kind of micro-level studies needed to pursue these proposed mechanisms. We do

not consider macro-level explanations of children’s early word learning as competing
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hypotheses to the proposals about cued attention. However, we conclude with a reconsidera-

tion of the contention in the early word learning and what is (and is not) at stake.

2. Cued attention

Attention is a construct that is so widely used in psychological theory that William James

(1890) lamented ‘‘everyone knows what attention is’’ with the subtext that everyone may

know but no one agrees. Within developmental psychology, ‘‘attention’’ is currently studied

with respect to several different (but potentially deeply related, see Posner & Rothbart,

2007) phenomena, including sustained attention (e.g., Miller, Ables, King, & West, 2009;

Richards, 2005, 2008), attentional switching and disengagement (e.g., Blaga & Colombo,

2006; Posner, Rothbart, Thomas-Thrapp, & Gerardi, 1998; Richards, 2008), executive con-

trol (e.g., Chatham, Frank, & Munakata, 2009; Diamond, 2006; Hanania & Smith, in press),

and joint attention among social partners (e.g., Grossmann & Farroni, 2009; Hirotani, Stets,

Striano, & Friederici, 2009). There are very few developmental studies specifically con-

cerned with contextually cued attention (e.g., Goldberg, Maurer, & Lewis, 2001; Smith &

Chatterjee, 2008; Wu & Kirkham, in press). Although we will briefly consider how cued-

attention might be related to other forms of attention in children at conclusion, we focus on

contextually cued attention in this paper precisely because so little is known about its devel-

opment despite its apparent ubiquity in sensory, perceptual, and cognitive processing in

adults. Briefly, the well-documented fact is this: Cues that have been probabilistically asso-

ciated with some stimulus in the past enhance detection, processing, and learning about that

stimulus (e.g., Brady & Chun, 2007; Chun & Jiang, 1998). In this section, we briefly sum-

marize the very broad literature that supports these conclusions, noting how these processes

capture regularities in the input, protect past learning, and guide future learning.

2.1. Predictive cues

The attentional consequences of learned associations between cues and the stimuli they

predict has been well known since the work of Mackintosh (1975) and Rescorla and Wagner

(1972). Originally in the context of classical conditioning but more recently also in the

broader domain of associative learning (see Chapman & Robbins, 1990; Kruschke & Blair,

2000; see also, Ramscar, Yarlett, Dye, Denny, & Thorpe, in press), these studies present

learners with cues that predict specific outcomes. The results show that what is learned

about the relation between those cues and outcomes depends on the cues present in the task,

their relative salience, and the learner’s history of experiences with those cues in predicting
outcomes. Critically, these cued-attention effects are not about single cues associated with

single attentional outcomes but rather are about the consortium of cues present in the

moment and all of their predictive histories.

Three illustrative phenomena are overshadowing, blocking, and latent inhibition (Kamin,

1968; Lubow & Moore, 1959; Mackintosh, 1975; Rescorla & Wagner, 1972). The relevant

task structures are shown in Table 1. Overshadowing refers to the situation in which two
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cues are presented together and jointly predict some outcome (e.g., in a category learning

study, two symptoms might predict some disease, or in classical conditioning, a tone and a

light might predict shock). The strength of association of each cue to the outcome depends

on its relative salience. However, it is not simply that the most salient cue is learned better;

rather, salience differences are exaggerated in that the more salient cue may ‘‘overshadow’’

the less salient cue with little or no learning at all about the less salient cue (Grossberg,

1982; Kamin, 1969; Kruschke, 2001; Mackintosh, 1976; Rescorla & Wagner, 1972). Block-

ing refers to the case in which the greater salience of one cue is not due to intrinsic salience

but is due, instead, to past learning. If some cue regularly predicts some outcome and then,

subsequently, a second cue is made redundant with the first and so also predicts that out-

come, there is little or no learning about the second cue: Learning is blocked by the first pre-

dictive cue (Bott, Hoffman & Murphy, 2007; Kamin, 1968; Kruschke & Blair, 2000;

Shanks, 1985), as if the first cue were more ‘‘salient’’ and thus overshadowing in this

predictive context. Latent inhibition, like blocking, also makes the point that salience is a

product of learning and predictive strength. But here the phenomenon is learned irrelevance:

If a cue is first varied independently of the outcome so that it is not predictive at all but then

it is made perfectly predictive, it will be hard to learn and ‘‘overshadowed’’ by other cues

(e.g., Lubow, 1997; Lubow & Kaplan, 1997; Mackintosh & Turner, 1971).

These phenomena make three key points about the cues in cued attention: (a) cue strength

is determined by predictive power, not mere co-occurrence; (b) cue strength depends on the

ordered history of predictability, not batch statistics; and (c) individual cues interact, such

that one cannot simply predict whether some cue will be learned by considering it alone,

one must instead know its history and the history of the other cues in the learning environ-

ment. These phenomena are evident in many adult statistical learning tasks (e.g., Cheng &

Holyoak, 1995; Kruschke, 2001; Kruschke & Blair, 2000; Kruschke & Johansen, 1999;

Ramscar et al., in press) and as Ellis (2006) concluded, their ubiquity implies that human

learning about predictive relations is bounded by basic mechansisms of cued attention (see

Yu & Smith, in press; Yoshida, unpublished data).

Highlighting is a higher level phenomenon that may be understood as a product of block-

ing and overshadowing and it is a particularly robust phenomenon in adult associative learn-

ing (Kruschke, 1996, 2005; Ramscar et al., in press). It also demonstrates how cued

Table 1

Cue interactions in associative learning

Cue Interaction First Learning Phase Second Learning Phase Learning Outcome

Overshadowing AB fi X A fi X

Blocking A fi X AB fi X A fi X

Latent inhibition B fi AB fi X A fi X

Highlighting AB fi X AC fi Y C fi Y

Mutual exclusivity A fi X AB fi Y B fi Y

Note. The letters A, B, C indicate cues and the letters X and Y indicate predicted outcome for the first phase

of learning, and the subsequent second phase of learning. What is learned after the second phase is indicated in

the third column. Bold letters indicate more salient cues (either through learning or intrinsic salience).
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attention both protects past learning and guides new learning. Highlighting emerges when

adults first learn one set of predictive cues to task-relevant information and then later are

exposed to an overlapping set of new and old predictive cues that predict the relevance of

different information. The task structure that leads to highlighting is also provided in

Table 1. Learners are first exposed to a conjunctive cue (A + B) that predicts an outcome

(X), and then are presented with a new conjunctive cue that contains one old component (A)

plus a new one (C) that predicts a new outcome (Y). The key result concerns learning during

the second phase: Learners associate the new cue with the new outcome more than they

associate the old cue with the new outcome. For example, if the learner is first taught that

red and square predict category X and then is taught that red and circle predict category Y,

the learner does not learn about the relation of red and category Y, but rather appears to

selectively attend only to the novel cue, circle, and to learn that circle predicts category Y.

In brief, novel cues are associated with novel outcomes. By one explanation, this derives

from the rapid (and automatically driven) shift of attention away from the previously

learned cue (red and square) in the context of the new outcome, so that the new cue (circle)

becomes attentionally highlighted and strongly associated with the new outcome (e.g.,

Kruschke, 1996, 2005). This attention-shifting account has also been supported by

eye-tracking results (Kruschke, Kappenman, & Hetrick, 2005).

Highlighting, as well as blocking and overshadowing may be understood in terms of com-

petitions among predictive cues, as if cues fight for associations with outcomes, so that once

an association is established it protects itself by inhibiting the formation of new associations

to the same predicted outcome. There are many reasons to think that these kinds of cue com-

petitions should play a role in cognitive development, including the robustness of the phe-

nomena in adults across a variety of task contexts. There is also one phenomenon in

children’s learning that shares an at least surface similarity to cue competition effects

in associative learning: mutual exclusivity (Markman, 1989; see also Halberda, 2006);

Hollich et al., 2000).

As illustrated in Table 1, the task structure that yields mutual exclusivity looks very

much like that of blocking or highlighting: A first-learned association (the word ‘‘cup’’ to

the referent cup) is followed by a subsequent learning task with a new cue (the novel word)

and outcome (the novel object). Consistent with this proposal, several models (e.g., Mayor

& Plunkett, 2010; Regier, 2005) have shown how mutual exclusivity might emerge in cue

interactions in associative learning. Also consistent with this proposal are studies tracking

moment-to-moment eye gaze direction in infants (Halberda, 2009); the attention shifting by

infants in these studies resembles those of adults in highlighting experiments (Kruschke

et al., 2005).

2.2. Lots of cues

Blocking and highlighting emerge in experimental studies in which researchers manipu-

late at most two to three cues and outcomes. The world, however, presents many probabilisti-

cally associated cues and outcomes yielding potentially complex patterns of predictability,

with cues predicting other cues as well as potentially multiple outcomes. Importantly, such a
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large ‘‘data set’’ of associations are also likely to have considerable latent structure, higher

order regularities that might support deep and meaningful generalizations that go beyond

specific cues and outcomes. Several connectionist models have sought to understand the

structure of these higher order regularities (see, e.g., Colunga & Smith, 2005; Colunga,

Smith, & Gasser, 2009; Kruschke, 1992, 2001; McClelland & Rogers, 2003). In one study,

Colunga and Smith (2005) examined how the statistical regularities among perceptual

properties of instances of basic level noun categories might create higher order partitions

(object, substance) and also direct attention to relevant properties for categorizing artifacts

(shape) and substances (material). To this end, they fed a connectionist net perceptual

features (e.g., solidity, material, color, shape) that adults said characterized 300 noun catego-

ries commonly known by 2-year-olds. From this input, the network acquired generalized

cued-attention effects that worked even when presented with novel entities; specifically, in

making decisions about novel categories, the network weighted shape more in the context of

solidity and weighted material in the context of nonsolidity. This result tells us that the

corpus of early learned nouns and the correlated properties of the objects to which those

nouns refer contain useable cue-outcome regularities of the kind that could train attention.

Several theoretical and empirical analyses suggest that systems of associations often pres-

ent a form of coherent covariation (Rogers & McClelland, 2004) across cues and outcomes.

The importance of coherent covariation to human learning has been demonstrated in experi-

mental tasks showing that adults (and infants, Younger & Cohen, 1983) are more likely to

attend to and learn about features that co-vary than those that merely co-occur (e.g.,

Kruschke & Blair, 2000; Medin & Schaffer, 1978; Medin, Altom, Edelson, & Freko, 1982).

Other theorists have also pointed to what they call the systematicity (Billman & Heit, 1989)

of associations; cues that probabilistically predict an outcome also often predict each other,

and the systematicity across associations among cues, among outcomes, and among cues

and outcomes matters in learning (e.g., Billman & Knutson, 1996; Goldstone, 1998).

Yoshida and Smith (2003b, 2005) (see also, Sloutsky & Fisher, 2008) proposed a cued-

attention framework for thinking about the interactive effects of redundant cues that builds

on the idea of interactive activation (see Billman & Knutson, 1996; Goldstone, 1998; Medin

et al., 1982; O’Reilly, 2001). The proposal is illustrated in Fig. 1 using the simple case of

a       b 

c 

Training                                                Learned ab connection 

a       b 

a       b 

a       b 

Fig. 1. Redundant correlations in the learning environment lead to stronger associations.
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just three correlated cues: The correlation between cues a and b are learned either in the

context of a third redundant cue, c, or without that third correlated cue. Experimental studies

show that the learned connection between a and b is stronger if acquired in the context of c,

which correlates with both a and b, than without that redundant correlation (Billman &

Knutson, 1996; Yoshida & Smith, 2005). Moreover, the stronger associative link between a
and b remains even when the redundant cue, c, is removed. Of course, in real-world learn-

ing, there may be many more than three correlated cues and much more complex patterns of

correlation. Through mutually reinforcing correlations such as these, a system of many cor-

related cues may lead to what have sometimes been called ‘‘gang effects’’: Highly intercon-

nected and dense patterns of associative links that give rise to patterns of internal activation

that, as a result, are not tightly dependent on any one cue (e.g., Billman & Knutson, 1996;

Goldstone, 1998; O’Reilly, 2001; Yoshida & Smith, 2003a,b). Instead, the interactive acti-

vation among co-varying cues can lead to snowball effects in which the joint activation of

cues is stronger than the sum of the individually contributing associations.

One developmental result raised by Gelman (1990) in the original special issue, ‘‘illusory

projections,’’ may be understood in terms of such gang effects (see Rogers & McClelland,

2004 for a more detailed account). Gelman reported that preschool children project proper-

ties onto an instance of a category that are not perceptually there; children say that they saw
feet on an eyed yet ball-like and footless thing if they were told that the thing could move

on its own. Fig. 2 provides an example of how this might work within the cued-attention

framework. On the left is a hypothetical description of overlapping correlations among a set

of perceptual properties: Things with eyes tend also to have feet, to move on their own, and

so forth. Because of the overlapping correlations among all these properties, each will serve

as a context cue that predicts and ‘‘primes’’ attention to the others (see Yoshida & Smith,

2003b) thereby potentially causing an individual to more readily detect or ‘‘see’’ a property

in an ambiguous stimulus. Thus, on the right of Fig. 2 is a hypothetical description of the

cluster of cues input to the system—eyed, furry, moving on its own, but footless. By hypoth-

esis, fur, eyes, and movement will all increase attention to each other and, given the ambigu-

ous stimulus, lead to the perception of feet.

eyes 

feet 
fur 

face 

moves on own 

eyes 

feet 
fur 

face 

moves on own 

learned regularities                               pattern completion  

Fig. 2. An illustration of how redundant and overlapping correlations can lead to pattern completion and

illusory projections.
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2.3. Enhanced processing of predicted outcomes

Cues predict outcomes, and in the present use of the term, an outcome is any stimulus

event that is predicted (it could be another cue or the specifically task-relevant target infor-

mation). Considerable and growing evidence suggests that cues that predict outcomes also

enhance detection and processing of the predicted event. The relevant experiments often

involve search or detection tasks in which participants are asked to detect some target—a

shape or color—typically in a crowded field of competing distractors (Chun & Jiang, 1998;

Jiang, Olson, & Chun, 2000). These studies have revealed strong effects of repeating arrays.

Arrays that have been seen before show enhanced detection of the target, often with just one

pre-exposure but increasing with repetition. This phenomenon is usually explained as a form

of cued attention in which the array as a whole cues attention to a specific target at a specific

location (Biederman, 1972; Boyce, Pollatsek, & Rayner, 1989; Lewicki, Hill, & Czyzewska,

1992; Schneider & Shiffrin, 1977; Shiffrin & Schneider, 1977).

The experimental evidence also shows that in these tasks, contextual cues and their atten-

tional effects emerge without awareness (Chun & Jiang, 1998; Jiang & Chun, 2001, 2003;

Jiang & Leung, 2005; Lewicki, Hill, & Czyzewska, 1997; Lewicki et al., 1992; Olson &

Chun, 2002; Shanks, Channon, Wilkinson, & Curran, 2006) and result both in rapid shifting

of attention to a location (e.g., Chun and Turke-Browne, 2007; Clohessy, Posner, &

Rothbart, 2001; Jiang & Chun, 2001; Summerfield et al., 2006) and also to the enhanced

processing of particular stimulus features (Bichot & Rossi, 2005; Kruschke, 1996; Maunsell

& Treue, 2006; Rossi & Paradiso, 1995). The growing neuroscience evidence on cued atten-

tion also indicates that contextually cued enhancements of stimulus processing are pervasive

across early sensory processing and higher level perceptual and cognitive systems (Beck &

Kastner, 2009; Gilbert, Ito, Kapadia, & Westheimer, 2000; Pessoa, Kastner, & Ungerleider,

2003). For example, neurophysiological studies have shown that cue-target associations

enhance baseline firing rates (Chelazzi et al., 1993, 1998; Kastner et al., 1999) at early and

middle levels in the visual system and alter neuronal tuning of target properties (Spitzer

et al., 1988; Treue & Martinez Trujillo, 1999; Williford & Maunsell, 2006; Yeshurun &

Carrasco, 1998). Context cued enhancements of processing have also been shown to play a

role in decision making and in integrating sensory information across systems (Bichot et al.,

1996; Boynton, 2009; Gold & Shadlen, 2007; Reynolds & Heeger, 2009).

Contemporary theories of these effects, often based on analyses of neural patterns of

excitation, share a great deal with more classical explanations of cued attention (e.g.,

Mackintosh, 1975; Rescorla & Wagner, 1972) that emphasize prediction (or preactivation,

e.g., Summerfield et al., 2006) and competition (e.g., Desimone & Duncan, 1995; Duncan,

1996). For example, the biased-competition theory of selective attention (see Beck &

Kastner, 2009; Desimone & Duncan, 1995; Duncan, 1996) begins with the starting assump-

tion that competition characterizes representational processes at the sensory, motor, cortical,

and subcortical levels. In general, activation of a representation of some property, event, or

object is at the expense of other complementary representations. Selection, or attention,

then, occurs by biasing (e.g., priming) some representations in favor of others or by inhibi-

ting competing repetitions. The presence of contextual cues previously associated with some
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representation (at any of these levels) is thus thought to bias the competition. Multiple

activated cues compete, and thus also interfere with each other, with stronger cues inhibiting

weaker ones in a manner common to lateral inhibition models (Ludwig, Gilchrist, &

McSorley, 2005; Walley & Weiden, 1973; de Zubicaray & McMahon, 2009). On these

grounds, some have suggested that attention and selection are fundamentally a form of

lateral inhibition in which the degree of activation of one representation inhibits that of

nearby competitors (see Beck & Kastner, 2009; Duncan, 1996).

Here, then, is what we know about cued attention: Adults readily and unconsciously learn

cues that predict other sensory events (outcomes) that are relevant in tasks. These predictive

cues interact—both by supporting activation of the predicted event when they are correlated

and also through competition that depends in fine-grained ways on the relative strengths of

these cues and their history of prediction. These interactions are such that (a) early learned

predictive relations tend to be preserved; (b) attention is systematically shifted to novel cues

in the context of novel outcomes; and (c) the coherent covariation in large systems of cues

and outcomes can capture latent structure that organizes attention in meaningful ways.

Finally, predicted sensory events are processed faster and tuned more sharply than unpre-

dicted events. All this suggests that cued attention is a basic mechanism that is likely to play

a contributing role in many knowledge domains.

3. Cued attention as developmental process

Cued attention is also a mechanism of change and one that seems capable of driving con-

siderable change in the cognitive systems. This is because cued attention is a single mecha-

nism that aggregates knowledge, that is a repository of knowledge, and that guides learning,

thereby driving the acquisition of new knowledge. In brief, attentional learning is a self-

organizing process that builds on itself, becoming more directed, more knowledge driven,

and potentially more domain specific as a consequence of its own activity. Fig. 3 builds on

a prior proposal by Colunga and Smith (2008) about how cued attention gathers, integrates,

and applies information over nested time scales. The three separate boxes on the left illus-

trate attentional processes at three time scales. The large box represents long-term associa-

tions among the many cues and outcomes in the learning environment. The middle box

indicates the task context and the in-task dynamics of prediction and preactivation of cues

and outcomes (see Samuelson & Smith, 2000a, 2000b; Samuelson, Schutte, & Horst, in

press). Finally, there are the processes of interaction and competition driven by the current

task and stimuli. As illustrated on the right side of the figure, these are nested processes:

In-the-moment attention depends on task context as modulated by long-term associations;

in-the-moment attention also adds to those long-term associations.

These nested interactions mean that attention can be biased in different ways in different

contexts. Context cues that co-occur with (and define) specific tasks will come with repeated

experience to shift attention to the task-relevant information. Fig. 4 represents this idea in

terms of a series of context-sensitive salience maps, with the relative salience of regions in

the perceptual field indicated by the relative darkness of the locations. The idea is this:

L. B. Smith, E. Colunga, H. Yoshida ⁄ Cognitive Science 34 (2010) 1295



Because the history of associated cues increases and decreases the relative activation of fea-

tures and task targets in the perceptual field, the salience map will change with changes in

contextual cues. This means potentially dramatic shifts in the detection, selection, and pro-

cessing of stimulus events in different domains of expertise—word learning, quantity judg-

ments, or spatial reasoning. These domains have associated contextual cues that—given

sufficient experience—may structure the salience maps in consequentially different ways.

Being smart in a domain may reflect (in part) predicting what information is relevant in that

domain. For learners who have sufficient experiences in different domains, attention will

nimbly dance about from context to context, enabling those learners to attend to just the

right sort of information for that domain. In sum, what we know about cued attention and

attentional learning suggests that these mechanisms will play a role across all domains of

cognition and their self-changing nature will create domain-specific competencies. We con-

sider next one domain in which these mechanisms may be at work.

4. Children’s novel word generalizations

Many well-controlled studies show that young children need to hear only a single object

name to systematically generalize that name to new instances in ways that seem right to

Fig. 3. The nested time scales of attentional learning. The three separate boxes on the left illustrate attentional

processes at three time scales. The large box represents long-term associations among the many cues and out-

comes in the learning environment. The middle box indicates the task context and the in-task dynamics of pre-

diction and preactivation of cues and outcomes. The small box indicates processes of interaction and

competition to a momentary stimulus. As illustrated on the right side of the figure, these are nested processes:

In-the-moment attention depends on task context as modulated by long-term associations; in-the-moment atten-

tion also adds to those long-term associations.
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adults (e.g., Golinkoff, Mervis, & Hirsh-Pasek, 1994; Markman, 1989; Smith, 1995;

Waxman & Markow, 1995). Moreover, children generalize names for different kinds of

things by different kinds of similarities, shifting attention to the right properties for each

kind of category. Thus, for the task of learning common nouns, young children have solved

Gelman’s problem: They know what properties to attend to so as to form categories ‘‘shared

with their elders.’’

In the most common form of the novel word generalization task, the child is shown a

single novel entity, told its name (e.g., This is the toma) and then asked what other

things have the same name (e.g., Where is the toma here?) Many experiments have exa-

mined three kinds of entities (examples are shown in Fig. 5) and found three different

patterns of generalization. Given objects with features typical of animates (e.g., eyes or

legs), children extend the name narrowly to things that are similar in multiple properties.

Given a solid inanimate artifact-like thing, children extend the name broadly to all things

that match in shape. Given a nonsolid substance, children extend the name by material.

These are highly reliable and replicable results—obtained by many researchers—and in

their broad outline characteristic of children learning a variety of languages (e.g., Booth &

Waxman, 2002; Gathercole & Min, 1997; Imai & Gentner, 1997; Jones & Smith, 2002;

Jones, Smith, & Landau, 1991; Kobayashi, 1998; Landau, Smith, & Jones, 1988, 1998;

Markman, 1989; Soja, Carey, & Spelke, 1991; Yoshida & Smith, 2001; see also Gelman &

Coley, 1991; Keil, 1994).

Cued attention may a play a role in these generalizations in the following way: Artifacts,

animals, and substances present different features (angularity, eyes, nonsolidity) and these

Context 1

Context 2

Context 3

Fig. 4. Contextually changing salience maps. Relative salience is indicated by the relative darkness of the loca-

tions. By hypothesis, these change with changes in context cues that predict sensory events in the field.
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features co-occur with different words (quantifiers, verbs, adjectives, etc.). The features and

co-occurring words are thus potential context cues that could shift attention in systematic

ways to the relevant properties for the particular kind of category—to multiple properties

for animals to shape for artifacts, and to material for substances. And, indeed, the literature

is filled with experimental demonstrations of these effects (Booth & Waxman, 2002;

Colunga, 2006; Colunga & Smith, 2004; Gathercole, Cramer, Somerville, & Jansen op de

Haar, 1995; Jones & Smith, 1998; McPherson, 1991; Samuelson, Horst, Schutte, &

Dobbertin, 2008; Soja, 1994; Ward, Becker, Hass, & Vela, 1991; Yoshida & Smith, 2005;

Yoshida, Swanson, Drake, & Gudel, 2001).

These perceptual- and linguistic-context effects on children’s novel noun generalizations

also increase with age and language learning, just as they should if children are learning

relevant contextual cues (Jones et al., 1991; Landau et al., 1988; Samuelson, 2002; Samuel-

son & Smith, 1999, 2000a; Smith, 1995; Soja et al., 1991). Fig. 5 presents a summary of the

developmental pattern. The figure shows scatterplots of individual children’s novel noun

generalizations for solid artifactual things, things with eyes, and nonsolid things from a

variety of different experiments (with many different unique stimuli and task structures)

conducted in our laboratories over the years. Each individual child’s generalizations by the

category-relevant property (shape for solid things, multiple similarities for eyed things,

material for nonsolid things) is shown as a function of the number of artifact, animal, and

Proportions of Name Generalizations

solids by shape nonsolids by material eyed things by multiple similarities

1.
.9

.8

.7

.6

.5

.4

.3

.2

.1

20 40 60 80 100 5 10 15 20 25 30 5 10 15 20 25 30

nouns in productive vocabulary (by parent report)

artifacts substances animals

r = .60 r = .59 r = .70

Fig. 5. Scatterplots of individual children’s performances in the Novel Noun Generalization task as a function

of the number of different kinds of nouns in their productive vocabularies. Individual data are from: Smith et al.,

1992; Smith, Jones, Landau, Gershkoff-Stowe, & Samuelson, 2002; Yoshida & Smith, 2003b; Jones & Smith,

1998, 2002; and Jones & Smith, unpublished data.
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substance names in the individual child’s vocabulary. The figures show that the systematici-

ty of these novel noun generalizations increases with early noun learning. Thus, in the broad

view, the developmental pattern of children’s novel noun generalizations fits what might be

expected if the underlying mechanism was cued attention: Children learn cues for task-

relevant properties and after sufficient experience, those cues come to shift attention in

task-appropriate ways.

5. Cross-linguistic differences

By hypothesis, the learning environment presents clusters of perceptual cues (e.g., eyes,

legs, mouths, body shapes in the case of animates) and clusters of linguistic cues (e.g., the

words ‘‘wants,’’ ‘‘is happy,’’ ‘‘mad,’’ and ‘‘hungry’’) that are associated with each other

and that predict the relevant similarities for categorizing different kinds. If perceptual and

linguistic cues are both part of the same attentional cuing system they should interact, and

given coherent covariation, should reinforce each other. The ‘‘natural’’ experiment that pro-

vides evidence is the comparison of children learning different languages.

5.1. Systematicity

The novel word generalizations of children learning English and Japanese have been

examined in a number of studies (Imai & Gentner, 1997; Yoshida & Smith, 2001, 2003a,

2005). Both languages provide many linguistic cues that correlate with artifacts (and atten-

tion to shape), animals (and attention to multiple similarities), and substances (and attention

to material). However, English arguably provides more systematic and coherently co-

varying cues distinguishing objects and substances, whereas Japanese arguably provides

more coherently co-varying cues distinguishing animates and inanimates (see Yoshida &

Smith, 2003b, for a discussion).

In particular, the count-mass distinction in English partitions all nouns into discrete

countable entities (objects and animals) or masses (substances) and the various linguistic

markers of this distinction (determiners, plural) are strongly correlated with the perceptual

cues (and particularly solidity) that predict categorization by shape. Moreover, the predic-

tive relations between linguistic cues and perceptual cues are particularly strong in the 300

English nouns that children normatively learn by 2½ years (see Colunga & Smith, 2005;

Samuelson & Smith, 1999; Smith, Colunga, & Yoshida, 2003). By hypothesis, these linguis-

tic cues should augment attention to shape for solid artifactual things and to material for

nonsolid substances. Because these linguistic cues lump object and animal categories

together, they might also weaken the predictability of the distinction between artifact cate-

gories as shape-based categories and animal categories as organized by multiple properties.

Japanese, unlike English, makes no systematic distinction between count and mass nouns

(and has no English-like plural). Therefore, there is less redundancy in the cue-category cor-

relations with respect to object and substance categories. However, Japanese offers more

systematic cues with respect to animates and inanimates than does English. As just one
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example, every time a Japanese speaker refers to the location of an entity, in frames as

ubiquitous as There is a____, they must mark the entity as animate or inanimate (ga koko ni
iru vs. __ga koko ni aru, respectively). In this, as well as other ways, Japanese, relative to

English, adds extra and systematic cues that correlate with perceptual cues predictive of

animal versus nonanimal category organizations.

Under the cued-attention framework, the coherent variation of linguistic and perceptual

cues within the two languages should create measurable cross-linguistic differences in the

noun generalizations of children in the artificial word-learning task. For children learning

both languages, solidity predicts attention to shape, nonsolidity predicts attention to mate-

rial, and features such as eyes and feet predict attention to multiple similarities. But for chil-

dren learning English, the solidity–nonsolidity cues co-vary and are supported by linguistic

cues. For children learning Japanese, eyed–noneyed cues correlate with pervasive linguistic

contrasts. Thus, there should be stronger, earlier, and sharper distinctions in novel noun gen-

eralizations for solid versus nonsolids for English-speaking children than for Japanese-

speaking children and stronger, earlier, and sharper distinctions between eyed and noneyed

stimuli for children learning Japanese. Experimental studies have documented these differ-

ences (Imai & Gentner, 1997; Yoshida & Smith, 2003b).

5.2. Gang effects

Yoshida and Smith (2005) provided an experimental test of the cued-attention account of

these cross-linguistic differences in a 4-week training experiment that taught monolingual

Japanese children redundant linguistic cues analogous to count-mass cues in English. The

experiment used a 2 · 2 design: Linguistic cues versus no linguistic cues correlated with cat-

egory organization and solidity during training, and the presence or absence of those linguis-

tic cues at test. The key results are these: Children who were trained with correlated

linguistic and perceptual cues outperformed those who were not so trained, attending to the

shape of solid things and the material of nonsolid thing and did so even when they were tested

with totally novel entities and even when the trained linguistic cue was not present at test.
That is, learning the links between solidity and nonsolidity and shape and material in the
context of redundant linguistic cues made the perceptual cue-outcome associations stronger.

5.3. Illusory projections

In a related study, Yoshida and Smith (2003a) presented English and Japanese children

with novel entities like that in Fig. 6. The protrusions are ambiguous; depending on context,

both Japanese- and English-speaking children could see them as legs or as wires. However,

when presented in a neutral context, Japanese-speaking children were more likely to see

them as leg-like and to generalize a novel name for the exemplar by multiple similarities;

English-speaking children were more likely to see them as wires and to generalize a novel

name for the exemplar by shape. In brief, Japanese-speaking children showed an enhanced

sensitivity to subtle cues vaguely suggestive of animacy, a sensitivity that may be created in
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a history of redundant linguistic-perceptual cues that reinforce attention to each other and in

so doing prime the relevant representations for animal-like features.

These cross-linguistic differences indicate that perceptual and linguistic cues interact in a

single system that organizes attention in novel word generalization tasks. The findings also

suggest that cued attention might be one mechanism behind Whorfian effects in which

speakers of different languages are found to be particularly sensitive to and attentive to rela-

tions and properties that are lexicalized in their language (see Boroditsky, 2001; Bowerman,

1996; Choi & Bowerman, 1991; Gathercole & Min, 1997; Gentner & Boroditsky, 2001;

Levinson, 2003).

6. Competition and prediction

6.1. One attentional pathway

One early study by Smith, Jones, and Landau (1992) using the novel-noun generalization

task directly examined cue-competitions by pitting cues against each other. The study exam-

ined sentence frames associated with naming objects (This is a riff) and frames associated

with labeling properties (This is a riff one) asking under what contexts the count noun frame

would result in increased attention to shape and in what contexts the adjective frame would

result in increased attention to color. Children know more nouns and know them earlier than

they do adjectives, so the noun frame might be expected to be a stronger attentional cue than

the adjective frame. Particularly relevant to possible underlying mechanisms of cued-atten-

tion, Smith et al. examined the effects of noun and adjective frames when the colors of the

labeled things were dull (olive green), intrinsically salient (glittery silver-gold), or very sali-

ent (glittery silver-gold under a spotlight).

The results provide strong support for a competition among cues that interacts with other

stimulus-driven (exogenous) pulls on attention. Given dull colors, children generalized

novel words presented in both the noun and the adjective frames by shape. Given glittery

colors without a spotlight, children generalized novel words in a noun frame by shape but in

Fig. 6. An ambiguous object: The protrusions may be seen as wires or as limbs.
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an adjective frame by color. Apparently the association between the noun frame and shape

is strong enough to overcome competition from glitter, but the pull from glitter helps the

weaker adjective frame in guiding attention to the property. Finally, when given glittery

colors under a spotlight, children often generalized the word—even in the count noun

frame—by color. Children’s performance strongly suggests a winner-take-all competition

for attention in which learned cues and other pulls on attention directly interact.

These results also illustrate an important point about attention: It forces a decision and

there is but one pathway and one decision. The single pathway means that attention must

integrate information—from past learning, from task contexts, from immediate input—into

a single attentional response. Because attention integrates multiple sources of information in

the moment, it will also be flexible and adaptive to the idioscyncracies of specific tasks. The

results also underscore the idea that words, whatever else they are, are also cues for attention

and play a role in guiding in-the-moment attention.

6.2. Cue strength

Colunga et al. (2009) offered an analysis of how the structure of the Spanish and English

count-mass system may yield different cue strengths and as a consequence different patterns

of cue interactions. The relevant difference between the two languages can be illustrated by

thinking about how speakers can talk about a block of wood. An English speaker talking

about a wooden block might say ‘‘a block’’ if he or she is talking about its shape or ‘‘some

wood’’ if he or she is talking about its substance. Further, an English speaker cannot say

‘‘some block’’ or ‘‘a wood’’ because ‘‘block’’ is a count noun and ‘‘wood’’ is a mass noun.

In contrast, a Spanish speaker, talking about the wooden block, could say ‘‘un bloque’’ (a

block) or ‘‘una madera’’ (a wood) when talking about the coherent bounded and shaped

thing but would say ‘‘algo de madera’’ (some wood) when talking about the substance irre-

spective of its shape. That is, count-mass quantifiers are used more flexibly across nouns in

Spanish than English to signal different task-relevant construals of the entity (Iannucci,

1952). Note that English has some nouns that work like ‘‘madera’’ in Spanish: ‘‘a muffin’’

predicts the context relevancy of muffin shape, but ‘‘some muffin’’ predicts the context rele-

vancy of muffin substance. But such nouns are not common in English, whereas in Spanish,

in principle, all nouns work this way, and in everyday speech many more nouns are used in

both count and mass frames than in English (Gathercole & Min, 1997; Gathercole, Thomas,

& Evans, 2000; Iannucci 1952). In brief, in Spanish, count-noun syntax is more predictive of

attention to shape or material than the noun (madera) itself or the solidity of the object. In

English, syntax, the noun, and solidity are (not perfectly but) more strongly correlated with

each other, and equally predictive of whether the relevant dimension is shape or material.

In light of these differences, Colunga et al. hypothesized that Spanish count-mass syntax

should overshadow other cues—solidity, the noun—in children’s novel noun generaliza-

tions. In the experiment, monolingual Spanish-speaking children and monolingual English-

speaking children were presented with a novel solid entity named with either mass or count

nouns, e.g., ‘‘a dugo’’ or ‘‘some dugo’’ and then tested with the two syntactic frames.

The syntactic frame had a stronger effect on the Spanish-speaking children’s noun
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generalizations than on the English-speaking children’s noun generalizations. In other

words, Spanish-speaking children learn to attend to mass-count syntax as a way to disambig-

uate nouns that sometimes refer to shape and sometimes refer to material, and in the context

of mass syntax they attend to material even when the items are solid. These results fit the

idea that children learn predictive cues and that stronger cues inhibit weaker ones. They also

emphasize how individual cues reside in a system of cues and that it is the system of inter-

acting cues that determine attention.

6.3. Protecting past learning

Cue competition privileges old learning as stronger cues inhibit new ones and force atten-

tion elsewhere. Yoshida and Hanania (2007) provided an analysis of adjective learning that

illustrates how this aspect of cued attention could play a positive role in word learning. The

motivating question for their analysis was how, in the context of both a novel adjective and

a known noun (e.g., in the context of ‘‘a stoof elephant’’), attention could be properly

shifted to a property (such as texture) rather than the shape of the thing. If the word ‘‘ele-

phant’’ is a strong cue for attention to elephant shape, how does the child manage to learn

novel adjectives? The answer offered by Yoshida and Hanania is much like the mutual-

exclusivity account (Markman, 1989) but is in terms of a cued-attention mechanism rather

than children’s knowledge about how different kinds of words link to different kinds of

meanings.

Their experiments were based on a prior study by Mintz and Gleitman (2002) that

showed that the explicit mention of the noun (e.g., the stoof elephant) helps children learn

the novel adjective relative to conditions in which the noun is not explicitly spoken (e.g., a

stoof one). Yoshida and Hanania proposed that the role of the noun could be understood as a

kind of attentional highlighting via competition. In brief, their cued-attention explanation of

the explicit mention of the noun is this: Children usually experience the word elephant in

the context of elephant-shaped things with typical elephant textures (e.g., rough). In these

novel adjective-learning experiments, the named object is an elephant-shaped elephant with

a totally novel texture (e.g., with tiny holes punched throughout). Thus, in the context of

stoof elephant, the known cue-outcome (elephant-elephant shape) shifts attention to the

novel cue—novel outcome (stoof-holey texture). In the context of stoof one, there is no con-

junctive cue containing both a known and a novel cue and thus less competition, which in

this case means less directed attention to the novel property. Yoshida and Hanania provided

indirect support for this account by showing that the mere conjunction of words (in an unor-

dered list format, e.g., elephant, stoof, red) rather than in a sentence format in which stoof
modifies the known noun elephant) was sufficient for the novel-word to novel-property

mapping and by showing that the attentional shift away from shape to the right property,

depends on the number of competitive cues (stoof in the context red and elephant leads to

stronger effects than stoof in the context of elephant alone).

Competitive processes are ubiquitous in the sensory and cognitive system (see Beck &

Kastner, 2009). They are at the core of current theories of lexical access and on-line

sentence processing (e.g., Bowers, Davis, & Hanley, 2005; Davis & Lupker, 2006). It seems
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likely that they play an important role in lexical development as well (Halberda, 2009;

Hollich, Hirsh-Pasek, Tucker, & Golinkoff, 2000; Horst, Scott, & Pollard, in press) and, as

suggested by Yoshida & Hanania, 2007; Yoshida and Hanania, unpublished data), competi-

tive attentional processes may be particularly important in early development because by

protecting already learned associations, they guide learning about novel cues and outcomes,

and in this way may leverage little bits of learning into strong forces that effectively speed

up learning.

The evidence on children’s novel noun generalizations show that context—both linguistic

and perceptual—cues children to form categories on the basis of different properties and to

select one object over another as the referent of some word. The contextual cueing effects

that characterize these early word generalizations share a number of (at least surface) simi-

larities to cued attention—the role of coherent covariation, competition with other pulls on

attention, attention shifting to protect past learning. However, none of these early word-

learning experiments unambiguously show that these are attentional effects. They cannot

because the measures of performance are at a macro level—generalizing names to things.

To show that mechanisms of attentional learning play a role in these phenomena, we need

measures at finer levels of resolution.

7. Going micro

Our main thesis is that cued attention is a potentially powerful developmental mechanism

and that early word learning—and particularly the phenomena associated with children’s

smart novel noun generalizations—would be a fertile domain in which to investigate this

idea. However, the granularity of the phenomena studied under cued attention—rapid atten-

tional shifts, rapid detection, enhanced processing, and discrimination—and those studied in

most novel word-learning experiments—generalization of an object name to a new instan-

ce—are not comparable. What is needed are finer-grained measures of component behav-

iors—orienting, disengagement, detection, and discrimination—in the context of words and

correlated object properties. One might ask, for example, whether a count noun sentence

frame primes detection of an odd shape but not an odd texture in a visual search task or

whether a count noun sentence frame enhances shape discriminations over texture

discriminations.

Recent studies of early word learning using moment-to-moment tracking of eye gaze sug-

gest the new insights to emerge from analyzing attention and word learning at a finer tempo-

ral scale. For example, recent studies using this methodology suggest that older (24 month

old) and younger (18 month old) word learners may both map words to referents, but that

older learners more rapidly process the word and object and more rapidly shift attention to

the right object (Fernald, Zangl, Portillo, & Marchman, 2008). Other studies manipulating

the sound properties of the words have shown in the time course of looking at two potential

referents, that the time course of competition and its resolution depend on the similarity of

cues (Swingley & Aslin, 2007). Other recent studies showed that time course of looking to

the named referent closely tracked the co-occurrence probabilities of words, referents, and
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distracters (Fernald, Thorpe, & Marchman, 2010; Vouloumanos & Werker, 2009; Yu &

Smith, in press). These finer-grained methods might also be used to directly test the idea that

learned clusters of coherently varying cues organize orienting to, detecting, and processing

of predicted properties in ways that nimbly guide attention to the right components of a

scene for word learning.

We also need studies on cued attention outside of the domain of early word learning,

studies that investigate the processes and mechanisms in adult literature. At present there

are very few studies (Kirkham, Slemmer, & Johnson, 2002; Reid, Striano, Kaufman, &

Johnson, 2004; Richards, 2005; Sloutsky & Robinson, 2008; Wu & Kirkham, in press) and

no active area of concentrated research effort. The studies that do exist suggest that cued

attention will not work exactly the same way in children as in adults. At present, we know

very little about attentional learning and cued attention in young children. One distinction in

the study of attentional processes that may be particularly relevant is that between

exogenous and endogenous cueing (see Colombo, 2001; Goldberg et al., 2001; Smith &

Chatterjee, 2008; Snyder & Munakata, 2008, 2010). Exogenous attention refers to the quick

capture of attention by salient stimuli, such as the flashing of lights. Endogenous attention is

attention directed by associated cues. Many studies of endogenous versus exogenous cuing

use the covert-orienting paradigm (Jonides, 1980; Posner & Raichle, 1994): A cue directs

attention to the target information either exogenously (a flashing light) or endogenously (by

a previous association) and either correctly or incorrectly. There is considerable develop-

ment in the dynamics of both exogenous and endogenous cueing and in disengaging atten-

tion when miscued (see Colombo, 2001; Goldberg et al., 2001. However, advances in

endogenous cuing appear to lag behind exogenous cuing particularly in the overriding of

misleading cues and in switching attention given a new cue (Cepeda, Kramer, & de Sather,

2001; Snyder & Munakata, 2010). By one proposal the major developmental changes lie in

the processes that resolve cue competition (Snyder & Munakata, 2008, 2010). Two recent

studies of preschoolers in attention-switching tasks suggest that experimentally training

clusters of different cues for targets (Sloutsky & Fisher, 2008) or training more abstract cues

(Snyder & Munakata, 2010) enhances switching, a result that may link cued attention, word

learning, and executive control of attention.

In brief, internally directed attention that smartly moves to the right information for learn-

ing is likely to have its own compelling developmental story, with successful attention

dependent on one’s history with a particular set of cues and overlapping mechanisms of

activation, preactivation, cue interactions, and competition. We need systematic and

fine-grained studies of the development of cued attention from infancy through the early

word-learning period and into childhood.

8. Knowledge as process

The systematicity with which young children learn the concepts they share with their

elders, and they systematicity with which they generalize a newly learned name in different

ways for different kinds, clearly demonstrates that they have knowledge. That is not in
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doubt; the contentious question is the nature of the knowledge. Macro-level accounts of this

knowledge have been in terms of propositions and core principles about kinds of categories

and kinds of word meanings, knowledge of the sort proposed in the 1990 special issue (see

also Booth & Waxman, 2002; Dewar & Xu, 2009; Diesendruck & Bloom, 2003; Hall, 1996;

Soja, 1992). These explanations are based on the traditional view of cognition as sharply

divided into knowledge and process and competence and performance. Thus, in terms of this

traditional framework, the two levels of knowledge and process illustrated on the left of

Fig. 7 were separable and one could sensibly ask of children’s performance in any word-

learning task whether their performance reflected knowledge about how words map to

meaning (competence) or whether it reflected some performance variable. One example of

this are the various debates as to whether the shape bias emerges because of conceptual

knowledge about how nouns map to categories (e.g., Booth & Waxman, 2002; Cimpian &

Markman, 2005) or whether it emerges because of attentional learning (Smith & Samuelson,

2006). This traditional explanation would seem to suggest that one could pit conceptual

explanations against explanations in terms of (only) real-time processing. This framing of

the question—concepts versus attention—is problematic on its own terms. In any real-time

Fig. 7. An illustration of two views of cognition: On the left, knowledge representations are connected to real-

time task performance as separable aspects of cognition. On the right, processes (which through their operating

characteristics and history instantiate knowledge) generate performance in real-time tasks. Within this frame-

work, beliefs, concepts, and propositional knowledge are higher level theoretical descriptions of the knowledge

embedded in these processes.
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task, conceptual knowledge requires supporting processes as well—the perceptual, atten-

tion, memory, and decision processes. Whatever can be explained by the account on the

right (the process-only account) can necessarily be explained by the account on the left:

Whatever can be explained by A (process) can always also be explained by A+B (process

plus propositions).

The framing of the contending explanations in terms of concepts versus processes such as

attention is also more profoundly misguided. Modern-day understanding of neural processes

makes clear that knowledge has no existence outside of process and that the relevant pro-

cesses often encompass many different systems and time-scales (see Barsalou, 2009). What

we call knowledge is an abstraction over many underlying processes. Although these higher

level abstractions may summarize meaningful regularities in the operating characteristics of

the system as a whole, we also need to go underneath them—and understand the finer-

grained processes from which they are made. ‘‘Word learning rules’’ and ‘‘concepts’’ may

be to attentional processes as ‘‘hunger’’ is to hormones: Not a separate mechanism but a

portmanteau abstraction that includes attentional learning (as well as other processes).

Clearly, one goal of science is to unpack these carry-all abstractions. Cued attention is a

particularly intriguing potential mechanism from this perspective because it is one that

melds competence and performance, knowledge and process, perception and conception. It

does so because cued attention is a process, operating in real time, strongly influenced by

the momentary input, with effects at the sensory and perceptual level but also driven by the

rich data structure of predictive relations between cues and outcomes in a lifetime of experi-

ences. As such, attention is a process that aggregates, acquires, and applies knowledge.
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